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Abstract

Quantitative structure activity relationship (QSAR) models are are a statisti-

cal solution to the problem of directly calculating physical and biological properties of

molecules from their physical structure. The direct prediction of properties is in general

not feasible either owing to lack of computing resources or lack of knowledge about the

relationship between structure and property. The goal of a QSAR model is to extract in-

formation from a set of numerical descriptors characterizing molecular structure and use

this information to develop inductively a relationship between structure and property.

Two important questions arise during the modeling process. First, are the data used to

build the model representative of the whole dataset and can the model be extended to

predict properties for new molecules? Second, given that a model encodes information

about the structures of molecules and relates this to their properties, can we extract

and interpret the encoded information? The focus of the work reported in this thesis

is on the validation and interpretation of QSAR models and presents both applications

of interpretation techniques as well as the development of validation and interpretation

methodologies.

The first study describes a technique to develop representative QSAR sets using a

self-organizing map (SOM). The SOM was used to classify a dataset consisting of dihy-

drofolate reductase inhibitors with the help of an external set of global descriptors. The

resultant classification was used to generate training, cross-validation and prediction sets

(collectively known as QSAR sets) for QSAR modeling using the ADAPT methodology.

The results were compared to those of QSAR models generated using sets created by

activity binning and a sphere exclusion method. The results indicated that the SOM was

able to generate QSAR sets that were representative of the composition of the overall

dataset in terms of similarity. The resulting QSAR models were half the size of those

published and had comparable RMS errors. Furthermore, the RMS errors of the QSAR

sets were consistent, indicating good predictive capabilities as well as generalizability.

The determination of the validity of a QSAR model when applied to new com-

pounds is an important concern in the field of QSAR modeling. Various scoring tech-

niques can be applied to specific types of models to obtain measures of confidence in the

predicted property for new compounds. The second study describes the development of

a methodology which allows one to state whether a new compound will be well predicted
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by a previously built QSAR model. The study focuses on linear regression models only,

though the technique is general and can also be applied to other types of quantitative

models. The technique is based on a classification method that divides regression resid-

uals from a previously generated model into a good class and bad class and then builds a

classifier based on this division. The trained classifier is then used to determine the class

of the residual for a new compound. The performance of a variety of classifiers, both

linear and nonlinear, was investigated. The technique was tested on two data sets from

the literature and an artificial data set. The data sets selected covered both physical

and biological properties and also presented the methodology with quantitative regres-

sion models of varying quality. The results indicate that this technique can determine

whether a new compound will be well or poorly predicted with weighted success rates

ranging from 73% to 94% for the best classifier.

The remaining studies focus on methods to interpret QSAR models. The third

and fourth studies describe applications of a partial least squares (PLS) based method to

interpret linear regression models. The third study developed QSAR models to predict

the biological activity of 179 artemisinin analogues. The structures of the molecules

were represented by numerical descriptors. Both linear (multiple linear regression) and

nonlinear (computational neural network) models were developed to link the structures to

their reported biological activity. The best linear model was subjected to a PLS analysis

to provide model interpretability. While the best linear model did not perform as well as

the nonlinear model in terms of predictive ability, the application of PLS analysis allows

for a sound physical interpretation of the structure-activity trend captured by the model.

On the other hand, the best nonlinear model was superior in terms of pure predictive

ability, as characterized by low training and prediction set root mean square errors.

The fourth study consisted of the development and interpretation of QSAR models

to predict the activity of a set of 79 piperazyinylquinazoline analogues which exhibited

platelet derived growth factor (PDGFR) inhibition. Linear regression and nonlinear

computational neural network models were developed. The linear regression model was

developed with a focus on interpretative ability using the PLS technique. However, it

also exhibited good predictive ability after outlier removal. The nonlinear CNN model

had superior predictive ability compared to the linear model, having a prediction set

root mean square errors nearly half that of the linear model. A random forest model was

also developed to provide an alternate measure of descriptor importance. This approach

ranks descriptors, and its results confirmed the importance of specific descriptors as

characterized by the PLS technique.
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Studies five and six describe the development of methods to provide interpretabil-

ity to computational neural network (CNN) models. The fifth study focuses on a measure

of relative importance of the descriptors present in a CNN model. The approach is based

on a sensitivity analysis of the descriptors and is similar in concept to the descriptor im-

portance measure for random forest models. The method was tested on three published

data sets for which linear and CNN models were previously built. The original work

reported interpretations for the linear models. This study compared the results of this

method to the importance of descriptors in the linear models as described by the PLS

technique. The results indicate that the proposed method is able to rank descriptors such

that important descriptors in the CNN model correspond to the important descriptors

in the linear model.

The sixth study presents the development of a method to provide a detailed

interpretation of a CNN model. This methodology provides a means to analyze the

correlation between specific input descriptor and the predicted output of the network,

rather than simply providing a ranking of all descriptors. The method consists of two

parts. First, the nonlinear transform for a given neuron is linearized, allowing us to

determine how a given neuron affects the downstream output. Next, a ranking scheme

for neurons in the hidden layer is developed. This scheme allows for the development

of interpretations of a CNN model similar in manner to the PLS interpretation method

for linear models. The method was tested on three datasets covering both physical and

biological properties. The results of this interpretation method correspond well to PLS

interpretations for linear models using the same descriptors as the CNN models.
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Chapter 1

Introduction

1.1 To Calculate or Predict?

Until recently advances in medicinal and pharmaceutical chemistry depended on

a trial and error process aided by intuition. Though the properties that would indicate

a certain molecule as a drug candidate were known, it was not really feasible to inves-

tigate large numbers of molecules for these types of properties. Of course, the nature

of these properties would be represented by structural features of a molecule and thus

examination of certain motifs provided a direction for experimental investigations.

The problem with this approach is that it does not always lead to an understand-

ing of why a molecule behaves as a drug against its target or why it does so. Furthermore,

given a series of compounds it is not always feasible to investigate experimentally which

members of the series would be more potent or less toxic. As a result, though medicinal

chemistry has resulted in a series of life saving drugs, the process has traditionally been

slow and tedious, and in many cases advances have been due to serendipity rather than

scientifically guided investigation.

In an ideal world one would be able to take a 3-D molecular structure and calculate

the required properties. This utopian goal has a number of problems associated with it.

First, what type of properties are to be calculated? Certain intrinsic physical properties

can be calculated using ab initio quantum mechanical computation techniques. Exam-

ples include dipole moments, charges and heats of formation. Though these are certainly

useful, they do not provide much insight into drug-like properties such as potency and

bioavailability. In addition, for large collections of molecules, ab initio techniques be-

come very time consuming. Semi-empirical quantum mechanical methods alleviate the

intensive nature of these calculations, but we are still faced with the restriction on the

types of properties that can be calculated. Second, the drug-like activity of a molecule is

intimately related to the target it is supposed to interact with. Targets generally involve

some type of protein to which the putative drug will bind. Thus when considering the

activity of a drug, we cannot simply consider the properties of the drug molecule itself.

That is, the nature of the interaction between the drug and target must be investigated to
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understand fully the activity of a drug. However, ab initio and semi-empirical techniques

have traditionally not been suited for the modeling of large protein systems. Though

recent advances in linear scaling1,2 and hybrid techniques3,4 have expanded the purview

of quantum mechanical methods to systems containing tens of thousands of molecules,

these methods are still not efficient enough to model thousands or millions of molecular

structures, and their associated targets, at a time. Third, though the interactions of a

drug with its target are certainly important, the drug must be absorbed by cells and the

also metabolized and excreted from the body. Thus absorption properties, the nature of

the metabolites and other characteristics must also be considered. Clearly, these are very

complex properties that involve interactions with a large number of cellular processes.

Modeling these quantum mechanically is nearly impossible.

The above discussion illustrates two fundamental problems. It is not feasible to

calculate from theory all the properties of a drug molecule that would help us understand

its activity and its utility, and we want to be able to analyze large sets of molecules for

these properties.

Why do we need to analyze large sets of molecules? The reason for this is closely

tied to the nature of drug discovery in recent years. The drug discovery process is time

consuming and expensive. Often it can take 10 to 15 years for a drug to reach the market

from the laboratory. Given this situation, it is important that a company select the

proper compound for study. Combined with the results from high throughput screens5

and in-house libraries, this can mean having to select tens or hundreds of compounds

from a collection of millions. Furthermore, the ability to generate an arbitrary number

of unique chemical structures in silico, to create virtual libraries, supplants the actual

compounds that a company might have synthesized in its physical collection. Clearly,

testing each compound libraries (virtual or real) for drug-like properties is out of the

question. As we have seen above, calculating properties for collections of this size is either

not feasible or impossible. The question thus comes down to this: how can we calculate

arbitrary properties of hundreds of thousands of molecules rapidly and accurately? The

short answer is that we avoid the calculation step completely and instead predict a

property of a set molecules based on a model derived from the measured values of that

property for a small subset.
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1.2 Origins of QSAR

The predictive approach is essentially a statistical methodology and is known as

the development of quantitative structure-activity relationship (QSAR)and quantitative

structure-property relationship (QSPR) models, first described by Hansch6,7 and Free

et al.8 In general, the term QSPR refers to the case where we are considering physical

properties and QSAR refers to the situation where we are considering biological activities.

However, in this work the term QSAR is used to include both cases.

Though Hansch was the first worker to define the term QSAR, A.F.A Cros, in

1863, had noted that the toxicity of alcohols in mammals increased with the decrease

in water solubility.9 Workers in the 1890’s noted that toxicity of organic compounds

depended on their lipophilicity. The precursor to QSAR models were linear free energy

relationships such as the Hammett equation,10 which was originally defined as a rela-

tionship between the electronic properties of acids (and bases) and their disassociation

constants and reactivity. The equation is defined as

log
K

K0
= ρ log

K ′

K ′
0

(1.1)

where K and K ′ represent the dissociation constants for a set of substituted aromatic

acids and K0 and K ′
0

are the constants for the unsubstituted acids. ρ is the slope of the

best fit line from the model fitted to the observed constants. The term log(K ′/K ′
0
) is

denoted by σ and describes the substituents.

Hansch originally tried to develop QSAR models using the Hammett σ parameter

but this did not lead to good results. He thus considered other parameters such as the

lipophilicity and molecular size as represented by molar refractivity.

The essence of the QSAR methodology is thus developing a relationship between

an observed property and structural features of a molecule. By considering a set of

molecules, a predictive model is developed that can then be used to predict the activity

of other molecules. The key words here are “structural features”. The approach de-

pends on being able to represent the structure of a molecule in numerical form. This

is in contrast to the use of empirical parameters (σ) in the case of linear free energy

relationships. The numerical representations of molecules are termed descriptors, and

a wide variety of descriptors can be calculated. These include simple forms such as

molecular weight and atom counts or more complex types such as partition coefficients

and surface-property descriptors. Given a set of descriptors, a QSAR model can be built
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by defining a relationship between these descriptors (also known as the independent

variables) and the observed property (termed the dependent variable). The first QSAR

models, developed by Hansch, specified linear relationships. Even now, linear models are

widely used owing to their simplicity and ease of development. However, developments

in the field of statistics have produced many new methods of building predictive mod-

els. These include nonlinear regression techniques and algorithmic techniques.11 Other

fields such as pattern recognition and machine learning have also developed methods

that have been used successfully in QSAR modeling. These include neural networks and

subsequent variants,12,13 decision trees14,15 and so on. Clearly, progress in the field of

QSAR modeling is closely tied to developments in a number of fields including statistics,

computer science and mathematics.

The process of QSAR modeling is summarized in Fig. 1.1. The diagram stresses

the fact that a QSAR model is an alternate stepwise route to the calculation of molecular

properties. That is, the direct calculation of molecular properties is generally not feasible.

In addition, if we do not understand the nature of interactions that a molecule undergoes

in expressing its activity, accurate calculation of its properties is impossible. Thus, we

proceed by an indirect route, which we term the QSAR pipeline, in which we represent a

molecule in a computer understandable format, distill molecular features by calculating

molecular descriptors and then build predictive models. The important feature of the

QSAR modeling process is that it predicts molecular properties rather than calculating

them. This fact raises a number of issues such as the validity of predictions. Another

important aspect is the nature of the information that is input to the model. That is,

what types of descriptors should the model use, given that we can calculate thousands

of them. This is the problem of feature selection. Finally, the model predicts molecular

properties based on information present in the dataset that it has encoded. It is thus

important to be able to extract the encoded information from the model, and this is the

topic of interpretability. These issues are discussed later in this thesis.

Though the above discussion has focused on drug molecules, the QSAR method-

ology is certainly not restricted to these types of molecules. In fact a QSAR model can

be built to predict any type of physical property of biological activity, given a set of

observations and molecular structures. Examples of the prediction of physical properties

include boiling points,16–18 aqueous solubility,19,20 glass transition temperatures21 and ion

mobility.22 In the area of biological activities QSAR models have been developed to pre-

dict genotoxicity,23–25 carcinogenicity26,27 and mutagenicity.28,29 Furthermore, the use of

QSAR models is not restricted to their role in screening large libraries of compounds.



5

In some cases a series of compounds may be synthesized and assayed. The development

of a QSAR model for these compounds would provide the synthetic chemist some idea

of what types of compounds could be synthesized to exhibit better activity. In other

cases, the structural features highlighted by a QSAR model can provide insight into the

mode of action of a drug molecule, which might be otherwise difficult to ascertain by

experimental means.

1.3 QSAR Methodologies

QSAR methodologies can be broadly divided into three groups. First, 2-D method-

ologies do not consider the 3-D structure of a molecule directly. Instead, the molecule

is represented by a set of molecular descriptors, numerical values characterizing various

aspects of molecular structure. Together with the observed activity, a predictive model

is built. It should be noted, that even though some descriptors are based on 3-D coordi-

nates, the method as a whole considers only the observed property and the descriptors,

and hence is 2-D in nature. The ADAPT software suite implements the 2-D QSAR

methodology.

The second type of methodology is 3-D in nature and is exemplified by the

CoMFA30 approach. In this case, the 3-D structure of the molecule is the object of

study. The molecule is aligned on a grid and various properties are evaluated at a set of

grid points. Clearly, this type of approach has many advantages over the more simplistic

2-D methodology. The fact that the molecule is studied directly in three dimensions,

rather than being mapped to two, allows for a clearer view of the interactions between

the molecule and its target that play a role in the observed activity. However it does

require accurate alignments and only considers a single conformation of a molecule.

The 4-D QSAR methodology is an extension of the 3-D QSAR methodology

developed by Hopfinger et al.31 which considers conformational information as the fourth

dimension. Similar to the CoMFA method, 4-D QSAR starts of by defining a set of grid

points on which molecular properties will be evaluated. In addition to the grid points, the

method performs conformational ensemble sampling and uses the information obtained

to evaluate grid cell occupancies. These occupancies are then used to evaluate interaction

pharmacophore elements (IPE’s). The IPE’s together with the molecular properties are

then used to develop a predictive model.
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This work focuses on the 2-D QSAR methodology and presents investigations

carried out on certain steps of the model building process. Compared to the 3-D and 4-

D methodologies described above the 2-D approach has a number of advantages. First,

owing to the variety of molecular descriptors available, optimized coordinates are not

always required. In fact, connectivity information (in the form of SMILES strings or

an adjacency matrix) alone, can be used to develop QSAR models. As a result models

using these types of descriptors (termed topological descriptors) can be built rapidly

for very large sets of molecules. However, these types of descriptors are in general quite

abstract and so if the model is to be analyzed to extract information regarding structure-

property trends, other, more physically meaningful descriptors will generally be required.

Second, this approach avoids the alignment step and thus can be used in the absence of

experimental information regarding the binding of a molecule to its target.

The downside to the 2-D QSAR methodology is that it does not provide a detailed

answer to a number of questions regarding a molecule’s activity. That is, by representing

structural information in the form of descriptors, aspects of a molecules activity such

as its absorption properties or degradability are hidden by a layer of abstraction or not

addressed at all. Thus a molecule might be observed to have low activity. A 2-D model

may not be able to indicate whether this is due to its inability to bind to the target or

whether this is due to its inability to cross the cell membrane. The point is that, in

a 2-D QSAR model, a lot of information about various aspects of a molecule’s activity

are combined together and are not always individually apparent. Though interpretation

methods for linear QSAR models exist, they are obviously restricted to the information

encoded by the descriptors in the model. This means that though 2-D QSAR models

are certainly very useful, especially for screening purposes, they should be used in con-

junction with other types of models to fully understand the role that various structural

features play in determining the activity of a molecule.

2-D QSAR models can also be divided into two distinct groups, namely, quali-

tative and quantitative models. The former type of model, also known as classificatory

models, consider a categorical dependent variable. That is, the observed property for

each observation is represented by a label, such as toxic or non-toxic. Thus, if a dataset

is available for which an assay has been carried out indicating whether a given molecule

is carcinogenic or not, a 2-D qualitative model can be built that will predict whether

a molecule , not belonging to the set, is carcinogenic or not. These types of models

are not restricted to yes/no problems and datasets with multiple classes (say, active,

moderately active and inactive) can be modeled. The second type of 2-D QSAR models
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are referred to as quantitative (or regression) models. The function of these types of

models is to predict a numerical value for a property, for example, boiling points or IC50

values. At the same time it should be pointed out that even when the observed property

for a dataset is numeric in nature, it can be studied using qualitative models. This is

generally achieved by selecting a break point in the range of the observed values and

placing molecules whose property is above the break point in one class and the remaining

molecules in another class. With these class assignments, a classificatory model can then

be built. This thesis focuses on the development of regression models.

An important part of QSAR modeling is the use of software to create structures,

calculate descriptors and build predictive models. A number of commercial packages

provide QSAR modeling facilities, and examples include Cerius232 from Accelrys and

Strike33 from Schrodinger. These packages provide a comprehensive environment that

is linked to chemical databases and a variety of cheminformatics functionality and as a

result, encompass the whole process of model building and data analysis. Some examples

of freely available programs include PowerMV34 and the ADAPT system described in

this thesis. Other programs tend to focus on specific aspects of the QSAR model building

process. For example, a number of programs are available to calculate descriptors. Ex-

amples include Dragon,35 JOELib36 and Codessa.37 Some programs focus on calculating

a set of properties that can indicate the drug likeness of a molecule, such as metabolite

types, bioavailability and so on. An example of such a program is QikProp developed by

Jorgensen et al.38–40 It is obvious that a fundamental component of QSAR modeling is

the statistical analysis of chemical information. Thus, a number of statistical packages

can be used to perform QSAR modeling such as SAS, Splus and R.41 One problem with

these environments is that they are geared towards statistics. As a result, having access

to chemical functionality from within these statistical environments is attractive. An

example of this type of environment is the combination of R and the Chemistry Devel-

opment Kit (CDK)42 described by Guha43 allowing the user to have access to the full

statistical capabilities of R as well as the cheminformatics capabilities of the CDK.

1.4 An Outline

This section briefly outlines the various topics considered in this thesis. Chapter

2 introduces the modeling techniques that are used in this work. Though a detailed

presentation of the various algorithms and models that are used in QSAR modeling would

take up a whole book, the chapter describes the broad classes of models and algorithms
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employed in this work and focuses in the theoretical principles of some specific methods.

Chapter 3 then gives a detailed description of the general QSAR methodology that is

employed in the various studies presented in this work. Subsequent chapters represent

investigations and applications that have been carried out on specific steps of the QSAR

model building process.

Chapter 4 focuses on the set selection step. This step in the QSAR pipeline

divides the original dataset into subsets which are collectively known as QSAR sets.

These subsets are then used to build and test the QSAR model. A set selection procedure

is developed to create representative sets for the purpose of building and testing QSAR

models using a self-organized map.44 The assumption underlying this method is that if

the features of the dataset are proportionately represented in the subsets used to build

and test a QSAR model, the resultant model should exhibit better predictive ability and

should be more reliable, than models built with sets selected by random selection which

does not necessarily represent different features proportionately.

Chapter 5 then focuses on the validation step of the QSAR pipeline and describes

a technique that was developed to be able to ascertain the reliability of a QSAR when

asked to predict properties of compounds that it has never seen. The validation of QSAR

models, over and above the traditional methods, using scrambling tests and an external

prediction set, is an important topic. The ability to obtain a measure of confidence in the

predictions of a QSAR model is very important when such models are used to process

incoming data from high throughput screens or when used by a bench chemist to decide

whether to invest time and effort on the characterization of a new lead. Some model

types do allow confidence measures to be calculated, but these are generally specific

to the model type. The method described in Chapter 5 presents a much more general

approach to this problem, applicable to any type of quantitative model.

The next four chapters focus on the topic of interpretability. Chapters 6 and 7

describe the development and interpretation of linear regression QSAR models. Chapter

6 presents a study of a set of artemisinin analogs that were designed for their anti-

malarial activity. Both linear and nonlinear models are developed and the former is

subsequently interpreted using the PLS technique. Chapter 7 describes a study of a set

of PDGFR inhibitors, which are of interest owing to their ability to interfere with cell

signal transduction mechanisms and are therefore of interest as anti-cancer drugs. As

before, the study develops linear and nonlinear models and presents an interpretation

of the linear model. In addition,a random forest model is developed to investigate the

importance of the descriptors used in the study and in specific models.
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The focus of interpretation techniques in the field of 2-D QSAR modeling has

generally been restricted to the interpretation of linear regression models. In some cases,

neural network models have been interpreted in a broad manner. Chapters 8 and 9

describe methods that were developed to interpret neural network models. Chapter 8

describes a simple method to provide a quantitative measure of descriptor importance in a

neural network. The method is based on a sensitivity analysis of the model and is similar

in nature to the descriptor importance measure that is available for random forest models.

However, this method is similar to other approaches to the interpretation of neural

networks since it only provides information about which descriptor is the most important

for the model’s predictive ability. It does not provide any insight into the nature of the

correlation between the input to the network and the output from the network. A method

to extract detailed information regarding the structure-property relationships encoded

in the weights and biases of a trained neural network models is described in Chapter

9. This method is inspired by the PLS interpretation technique for linear models. The

method simplifies the neural network and considers the hidden neurons of the network

in a manner analogous to the latent variables of the PLS interpretation. In addition,

plots analogous to the score plots of the PLS technique are presented. Combining the

visual information provided by the score plots together with the analysis of the weights

and biases, the method presented is able to provide a detailed view of the correlations

between the input descriptors and the predicted property. The method thus provides for

neural network models, what the PLS method has provided for linear regression models.

Namely, an in-depth, compound-wise dissection of the structure-property trends encoded

in the respective models

Finally, Chapter 10 summarizes the results of the studies presented in this work

and concludes by highlighting the contributions of this thesis to the field of QSAR

modeling.
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Molecular Structure Properties

Descriptors

Representation Modeling

Fig. 1.1. A flowchart showing the steps involved in predicting molecular properties or
activities from molecular structure
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Chapter 2

Statistical & Optimization Techniques

QSAR studies can be broadly divided into two types - regression and classification.

The development of QSAR models essentially consists of the application of statistical

methods to chemical datasets. As such, the statistical and machine learning literature

provides a number of useful techniques. Some techniques are specifically designed to build

classification models whereas others can carry out both classification as well as regression.

In addition to these techniques, a number of methods are available for the optimization

of various parameters and selection of variables required in the model building process.

These can be deterministic methods such as the BFGS algorithm1–4 and the Nelder-Mead

simplex algorithm5 or stochastic methods such as genetic algorithms6–8 and simulated

annealing.9 This chapter discusses the underlying details of the various modeling and

optimization techniques used in this work.

2.1 Linear Methods

As the title of this section indicates linear methods employ a linear relationship

between the predictor variables and the observed response to develop a predictive model.

In many QSAR problems, structure property trends can be modeled reasonably well

by linear approximations. In general it is observed that physical properties are well

modeled by these types of methods. In the case of biological properties linear models do

not always exhibit good predictive performance. The poorer behavior of linear models

when faced with biological structure property trends is understandable when we consider

the fact that biological properties in general are the result of a number of interactions

that might include absorption, metabolic degradation, excretion and so on. Clearly the

relationship between molecular structure and these factors is complex and in general

nonlinear. However, linear methods are useful as a first step in the modeling process

and, though not always very accurate, the simple interpretation methods that can be

applied to linear models makes up, to some extent, for the lack of predictive ability

for these methods. Though linear methods can be applied to both classification and

regression we focus on the latter application in this section.
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2.1.1 Multiple Linear Regression

A linear relationship between an observation’s response (i.e., observed value) and

its independent variables can be modeled by

yi = β0 + β1xi1 + β2xi2 + . . . + βpxip + εi i = 1, 2, . . . , n (2.1)

where yi is the response for the ith observation and xi1, xi2, . . . , xip are the independent

variables for the ith observation and n is the number of observations. β0, β1, . . . , βp are

parameters that are to be estimated. εi is the error term and is assumed to be a normally

distributed random variable. Multiple linear regression is a technique by which yi and

β0 . . . βp can be estimated. Thus Eq. 2.1 may be written as

ŷi = b0 + b1xi1 + b2xi2 + . . . + bpxip (2.2)

where b0, b1, . . . , bp are the estimated values of the parameters in Eq. 2.1. The most

popular algorithm to estimate the parameters is the least squares method which considers

the best fitting straight line to be that which minimizes the square of the error between

the predicted response, ŷi and the observed response, yi.

Once the parameters have been estimated, the model quality can be ascertained

in a number of ways. Two common measures of model quality are the R2 value and the

root mean square error (RMSE). The R2 is also known as the Pearson coefficient and

ranges from -1 to +1. The RMSE is defined as

RMSE =

√
1
n

∑
(yi − ŷi)

2 (2.3)

Good models are characterized by high value of R2 and low values of RMSE. However,

it is well known that R2 is not always a good indicator of model quality and in many

cases can be misleading. An alternative to R2 is Q2 which is obtained by using a leave-

one-out (LOO) cross-validation procedure. That is, the linear model is generated using

the whole dataset excluding one point. The response for this point is then predicted

using the model and this procedure is repeated for all the points in the dataset. The R2

for these predictions is denoted by Q2. Though this is more reliable than R2, especially

for small datasets, care should be taken as it has been shown to be a poor indicator

of predictive ability in 3D QSAR10 and 2D QSAR11 models. Other indicators of model

quality include the F -statistic and partial F -statistics.12
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Individual predictions can be examined by a variety of methods. The simplest

method is to plot residuals (the difference between the observed property and the pre-

dicted value) versus the observed response or index number. In either case a good model

is characterized by a normal random distribution of residuals. Distinct patterns (such as

upward or downward trends) are indicative of heteroscedasity and the dataset must be

reexamined. The residuals may also be examined by making a normal probability plot

(Q-Q plot). If the residuals do have a normal random distribution, this plot will be a

straight line. Deviations from this will indicate shifts in location or scale as well as the

presence of outliers.13 When studentized residuals12 are used, residuals lying above 2.0

or below -2.0 are traditionally designated as outliers. Outliers can also be determined by

the use of regression diagnostics such as the Cooks distance and Mahalanobis distance.

Once outliers have been detected the model can be regenerated excluding the outlying

compounds from the dataset.

2.1.2 Robust Regression

An alternative to the multiple linear regression algorithm is to use a robust regres-

sion algorithm. As mentioned above the least squares algorithm attempts to minimize

the squared deviations of the predicted response. This method is characterized by a

breakdown point (a measure of the capability of an estimator to tolerate noisy data)

of 0%. Robust regression utilizes alternative algorithms characterized by much higher

breakdown points. Examples include the least median squares and least trimmed squares

algorithms.14 The advantage in using a robust regression method is that it uses algo-

rithms that dampen the influence of bad points and attempts to take into account the

whole dataset. Bad (or influential) points will be characterized by high residuals and

thus robust regression combines model building and outlier detection in one operation.

Thus the three-step process of model building, outlier detection, model regeneration is

avoided.

2.2 Nonlinear Methods

Nonlinear methods can be considered a generalization of linear methods. Nonlin-

ear estimation methods do not make any assumptions about the nature of the relationship

between the predictor variables and the response. In general, the relationship must be

specified in parametric form by the user. When considering nonlinear models, distinction
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must be made between intrinsically linear and intrinsically nonlinear models. The for-

mer class of models can be transformed to a linear form and subsequently analysed using

linear methods. Examples of these types of methods include logit and probit regression

models. In the latter case, the nonlinear form of the model cannot be transformed to a

linear form. Examples of this type of model include the general growth model and models

used to determine drug responsiveness and half maximal response. In general, nonlinear

models are essentially optimization problems. That is, the parameters are optimized to

minimize certain criteria. Some approaches to nonlinear regression include least squares,

maximum likelihood and function minimization (quasi-Newton and simplex methods).

In this work we focus specifically on the use of neural network algorithms for

nonlinear classification and regression. Neural network algorithms are a specific class of

nonlinear methods. They differ from traditional nonlinear methods in the representation

of information extracted from the dataset. In contrast to nonlinear methods described

above, neural networks do not represent the relationships within the data in an explicit

functional form. The relationships in the dataset are encoded by a set of connections

between units termed neurons. Methods have been described that attempt to represent

this encoding in analytical form,15 but this is not generalizable to all types of neural net-

work algorithms. Essentially neural network algorithms attempt to mimic the behavior

of a human brain and thus an essential feature of these algorithms is the ability to learn

the relationships present within a dataset. In the words of Haykin16

A neural network is a massively parallel distributed processor made up of

simple processing units, which has a natural propensity for storing experien-

tial knowledge and making it available for use. It resembles the brain in two

respects:

1. Knowledge is acquired by the network from its environment through a

learning process.

2. Interneuron connection strengths, known as synaptic weights, are used

to store the acquired knowledge.

However, as pointed out by Ripley,17 the above definition excludes a number of neural

network algorithms such as the Kohonen network.18 The neural network literature de-

scribes a large variety of neural network algorithms and Haykin16 provides an extensive

discussion of a variety of neural networks. In this section we focus on the two types
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of neural networks used in this work, viz., feed-forward neural networks and the self

organizing map.

2.2.1 Feed-Forward Neural Networks

The fundamental components of a neural network are neurons. Neurons are es-

sentially computation units that accept an input value and generate an output value.

In this sense, a neuron can simply be considered a mathematical function. The actual

behavior of the network emerges from the connections between the neurons and weights

assigned to these connections.

The neural network models considered in this work are termed 3-layer, fully-

connected, feed-forward neural network models (which is a specific case of the multilayer

perceptron16). The first layer is termed the input layer and each neuron in this layer

corresponds to the input variables for the model. The second layer is termed the hidden

layer and is responsible for nonlinearly combining the inputs. The final layer is termed

the output layer, and in all the neural network models in this work, contains a single

neuron whose output is the predicted property. The term fully-connected indicates that

all the neurons in a given layer are connected to all the neurons in the next layer. Fig. 2.1

shows a schematic of this type of neural network. Let us now consider the internals of

the network in a little more detail.

The role of a neuron is to accept input values and weights associated with connec-

tions to the neurons in the preceding layer. Essentially, a neuron consists of a function

whose output represents a hyperplane that divides the input space of the neuron into

two regions - an on region and an off region. The function used in a neuron is termed

the transfer function and when this function is linear this interpretation holds exactly.

However, the main reason for the utility of a neural network is that it exhibits the uni-

versal function approximation property19,20 and to achieve this, the transfer function

is generally nonlinear in nature. In this case, the above interpretation still holds to a

good degree. A number of transfer functions have been reported in the neural network

literature and the implementation used in this work utilizes a sigmoidal transfer function

given by

O =
1

1 + exp(−
∑

xiwi + b)
(2.4)

where O is the output of the neuron, xi is the output value of the ith neuron in the

preceding layer, wi is the weight for the connection between this neuron and the ith

neuron in the preceding layer and b is the value of the bias term. Fig. 2.2 is a graphical
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representation of a hidden neuron. The diagram stresses the fact that the bias term can

be considered as a neuron whose output value is always 1. The value of the bias term

thus represents the weight for the connection between the bias neuron and the hidden

neuron in question.

Fig. 2.3 shows a plot of the transfer function defined by Eq. 2.4. The weights

provide a means for the neural network to assign importance to specific neurons. In the

case of a 3-layer network, weights between the input and hidden layer neurons allow the

network to be configured so that more important input variables will have greater contri-

butions to the hidden layer neurons. It should be noted that in this type of configuration,

the input layer neurons do not utilize the transfer function. Instead, the job of the input

neuron is simply to scale the raw descriptor values to a suitable range (0.05 to 0.95 in

the case of the current implementation). The role of the bias term can be understood

in terms of a hyperplane interpretation of the transfer function. In this interpretation

the bias term plays the role of the intercept term. This view is exact when the transfer

function is linear. In effect the bias term shifts the hyperplane in the input space of a

neuron to obtain an optimal partitioning of the space into on and off regions. An alter-

native view is that the bias term controls whether the neuron output is on (0 or close to

0) or off (1 or close to 1). In the case of a neuron with a sigmoidal transfer function, the

bias term thus controls where on the sigmoidal function the output will lie. When the

output value is close to zero, the neuron will have little contribution to the next layer,

whereas when the output value is high, the neuron will have a significant contribution to

the next layer. In effect, the weights and biases allow the network to learn the features

present in the dataset and the optimal set of weights and biases encode these features

allowing the network to make accurate predictions.

At this point we have described the anatomy of a neural network. The next step

is to obtain a set of weights and biases that will allow the network to make accurate

predictions. The number of weights and biases is defined by the configuration of the

neural network. In the case of the 3-layer network, the number of weights and biases

is defined by the number of input and hidden layer neurons. Intuitively, increasing the

number of hidden layer neurons will lead to a more accurate network. However this will

also lead to overfitting. One rule of thumb used to determine the suitable number of

weights and biases is that the total number of parameters should be less than half the

size of the training set used to build the model,21 that is,

nInH + 2nH + nO ≤ nTSET

2
(2.5)
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where nI , nH and nO are the number of input neurons, hidden neurons and output

neurons respectively and nTSET is the number of observations in the training set. The

number of neurons in each layer define the architecture of the neural network. Thus, using

the above notation, a 3-layer neural network is said to have a nI−nH−nO architecture.

For all the neural network models reported in subsequent chapters the value of nO is set

to 1.

Once the number of parameters have been chosen, the next step is to obtain a set of

optimal parameters. The network is initialized with a set of weights and biases generated

using a combination of generalized simulated annealing and the BFGS algorithm. Then,

each member of the training set is presented to the network. For each member, the

network generates a prediction of the activity or property in question. After each training

sample is presented to the network the prediction error is used to update the weights and

biases. Traditionally the training procedure utilizes the backpropagation algorithm.16

However, this algorithm is relatively inefficient and hence we use the BFGS quasi-Newton

algorithm.22 The important feature of the training phase is that it is supervised. That

is, to train the network, the observed values of the training samples are required. This

is in contrast to unsupervised methods (such as the self-organizing map) that do not

require the observed values of the training set. Once all the examples in the training set

have been presented to the network the process is repeated for a user specified number

of cycles. It is also important to note that since the network is trained using a quasi-

Newton algorithm, the optimized weights and biases depend on the initial configuration.

As a result multiple runs are required to ensure that a representative result is obtained.

As mentioned above, too many parameters can lead to overfitting. In addition, as

training progresses, the training RMSE will continually decrease and after a certain point

the network will start to memorize the noise in the dataset. That is, the network will

overfit the data. To prevent this, cross-validation is used. This procedure uses a portion

of the dataset to measure the performance of the network, in terms of RMSE, at regular

intervals during training. In effect, the cross-validation set acts as a pseudo external

prediction set. Ideally the RMSE for the cross-validation set will smoothly decrease as

training progresses and at one point will start to increase. This point represents the

optimal configuration of the weights and biases and any further training beyond this

point will lead to overfitting. In practice, the cross-validation RMSE does not always

smoothly decrease, but in general, a global minimum does occur. The behavior of the

RMSE values for the training and cross-validation sets are shown in Fig. 2.4. The use of

the cross-validation set allows us to define a cost function which can be used to assess the
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quality of a model by simultaneously taking into account its training and cross-validation

performance. The cost function in the CNN algorithm used in this work is defined as

Cost = RMSETSET + 0.5× |RMSETSET − RMSECV SET | (2.6)

where RMSETSET and RMSECV SET represent the RMSE values for the training and

cross-validation sets. The form of the cost function penalizes models that have overfit,

represented by high RMSE for the cross-validation set, and thus characterizes a given

model better than simply considering the RMSE of the training set.

Once a model has been trained, its generalizability is then evaluated by passing

an external prediction set and noting the RMS error. Ideally, one would expect similar

RMSE values for the training, cross-validation and external prediction sets, but in general

this is not the case. This aspect of model assessment is discussed in more detail in

subsequent chapters.

2.2.2 Kohonen Self-Organizing Maps

A Kohonen self-organizing map (SOM) is an unsupervised neural network that

uses only the independent variables of the dataset and is generally applied to classification

problems. The SOM was first described by Kohonen18 in the 1980’s. The use of SOM’s

is widespread and examples of their application include the analysis and prediction of

NMR spectra,23,24 classification of reactions25 and QSAR analysis.26–28

The SOM can be viewed as an elastic net of points in 2-D, which are molded to

the specific features of the compounds used for training. In this sense, the SOM is also

a dimension reduction algorithm. Training occurs as the SOM’s neurons compete with

each other for selection. At each training iteration, the selected neuron and its neighbors

are modified to resemble the applied example compound.

SOM’s can appear in a variety of forms18 ranging from a square (or rectangular)

grid to a hexagonal array. In this work we use a square configuration. In order that each

neuron has the same number of neighbors, the grid is designed so that it wraps around

the edges, effectively transforming the grid of neurons into a torus. However, for ease of

visualization and discussion we will refer to the arrangement as a square grid.

Each compound in the training set is represented by a vector,

Xi = (xi1, xi2, · · · , xin) (2.7)
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where n is the number of independent variables employed. Each neuron on the square

SOM grid is also a vector,

Mi = (mi1,mi2, · · · ,min) (2.8)

where n is defined above. The neurons on the grid are initialized with random vectors.

The size of the grid is chosen by trial and error, guided by a rule of thumb described by

Chen,29 which states that the number of neurons should be approximately one to three

times the number of examples in the training set.

The training process for a SOM is iterative. Each training iteration involves

comparing each member of the dataset to all the neurons in the grid and determining

the grid neuron that is closest, in terms of Euclidean distance,

dpq =

√√√√ n∑
i=1

(xpi −mqi)2 (2.9)

to the submitted neuron. The grid neuron that is most similar to the input vector is the

winner. Then, the winning neuron and the surrounding neurons are modified, according

to this equation:

mi(t + 1) = m(t) + hci(t)[x(t)−mi(t)] (2.10)

where t represents training iterations, mi represents the winning neuron and x repre-

sents the training set member. Here hci(t) is termed the neighborhood kernel, and it

determines which neurons are neighbors and how such neighboring neurons will be mod-

ified. Neurons that are further away (in a topological sense) from the winning neuron are

modified to a smaller degree than neurons that are closer. The simplest neighborhood

kernel is the bubble function18,30 (also referred to as a fixed window) which is non-zero

for the neighborhood but zero elsewhere. The map in this work implemented a Gaussian

kernel,18 defined as

hci(t) = α(t) exp

(
−||rc − ri||2

2σ2(t)

)
(2.11)

where σ(t) is the neighborhood radius at time t which monotonically decreases with time.

Thus, the number of neurons considered to be neighbors decreases as training progresses.

The term ||rc−ri|| represents the Euclidean distance between the winning neuron and the

neighboring neuron. Thus, neighbors closer to the selected neuron will undergo a larger

modification than neurons further away from the selected neuron. α(t) is the learning
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factor, and it influences the extent to which a neuron should be modified. Initially,

neurons within a large radius surrounding the selected neuron are considered neighbor

neurons. The radius of the neighborhood is decreased in successive training iterations,

and in the last stages of training only the nearest neighbors of the selected neuron are

modified. The effect of this variable neighborhood function is that in the early stages

of training the neurons are modified on a global scale, which leads to a global ordering.

Near the end of training, the smaller neighborhood results in fine-tuning of the map

features. The neighborhood function thus controls the sensitivity of the map.

The actual modification is controlled by the learning factor, α(t). The learning

factor is a function that monotonically decreases from 1 to 0 as training progresses. Once

α(t) reaches zero, training stops. Kohonen18 mentions several ways of modifying α(t),

and the implementation used in this work employs a constant decrement,

α(t + 1) = α(t)− 0.01 (2.12)

which implies that after 100 training iterations α(t) will be zero. This represents an

upper limit on the number of training iterations.

As mentioned, the result of the training procedure is to create regions of cells on

the map that are similar to each other. After training the neurons can be assigned classes

by determining which training set member is the closest (in an Euclidean sense) to a

given neuron and assigning the class of that training set member to the neuron. Once this

is done for all the neurons, a new observation can be classified by assigning the class of

the closest neuron in the map, to it. An example of this approach to classification can be

found in Chapter 4. An alternative usage is to avoid explicit classification of the neurons

in the map and instead cluster the training set members (as well as new observations).

In this approach one would simply assign observations to neurons based on Euclidean

distance between the members and each neuron. As a result, certain neurons may be

assigned more than one training set member and some neurons will not be assigned

any. The number of members assigned to a given neuron can be used to compute a

density which can then be used to color code the map providing an easy visual display

of the topology of the dataset. An example of this approach is shown in Fig. 2.5, which

represents a SOM trained using a portion of the NCI AIDS dataset.31
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2.3 Algorithmic Methods

Breiman32 categorized a number of statistical methods as algorithmic owing to

the fact that they are essentially model free. That is, these methods do not help us to

understand the relationship between predictor variables and the response by developing

a model relationship. However, their utility lies in the fact that they can be used as black

box prediction methods and usually show good predictive ability for both classification

and regression. There have been a number of applications of algorithmic methods in the

physical and medical sciences.33–36 This class of modeling techniques includes prototype

methods such as k-means clustering and learning vector quantization37 as well ensemble

methods such as the random forest technique. In this section we describe two algorithmic

techniques used in this work.

2.3.1 Random Forests

The random forest (RF) method was developed by Breiman as an extension of the

decision tree38 technique. Decision trees are non-parametric, nonlinear models that allow

the user to easily understand how or why an observation is classified or predicted. They

have been extensively used in the medical field39,40 as well as in various chemical41–43 and

biological44,45 applications.

The goal of the decision tree technique is to split the dataset into a tree-like

structure, using a single descriptor at each split point. A variety of algorithms to achieve

this are available and we focus on the recursive partitioning algorithm.46 The dataset

(also known as the root node), D, is first split into two nodes, say D1 and D2, based

on the value of a selected descriptor, say Xi. If Xi is binary in character then the jth

observation from D is placed in D1 or D2 depending on whether the value of Xi for the

jth observation, denoted by Xij , is 0 or 1. In case Xi is real valued, a specific value of Xi,

say xi is calculated such that if Xij < xi then the jth observation goes into D1 or goes

into D2 otherwise. The method by which a descriptor is selected is based on a quantity

known as purity. All the available descriptors are considered individually as candidates

for the splitting decision. The purity of a split can be defined in a number of ways. One

possible approach is to define the purity of a split as the fraction of observations, in the

resultant nodes, that will be of a single class. The descriptor that leads to the highest

value of purity will be selected to perform the splitting. Other definitions of the purity

include the Gini index, χ2 and G2.38 It should be noted that the same descriptor can be

chosen at multiple split points.
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After all the observations have been placed in either one of the nodes, the algo-

rithm considers each node and performs the same operation described above. Thus D1

would be split into two nodes, say D3 and D4 and similarly for D2. A flowchart summa-

rizing the algorithm is shown in Fig. 2.6. If this process is repeated continously, the end

result will be a perfect tree, where each node contains a single observation. Nodes which

cannot be split further are termed leaf nodes. Such a tree will perfectly predict the data

used to build the tree but will be nearly useless for new observations. Thus a perfect

tree will overfit the data. As a result, heuristics are used to determine when the tree

should stop growing. These include specifying a minimum node size, such that nodes

with fewer observations will not be split further. Alternatively, a node is not split, if it

exhibits a purity greater than a certain specified value or the purity does not increase

as a result of the split. Other possibilities include a variety of cross-validation methods.

These heuristics are collectively known as pruning rules and detailed discussions of this

area can be found in the statistical literature.39,46,47 An example of a tree is shown in

Fig. 2.7. The figure represents a decision tree for a hypothetical classification problem.

Three descriptors were available at each split point and the fractional purity measure

was used to select a descriptor at each split. As can be seen, this measure results in each

node, generated by a split, consisting mainly of a single class.

After a tree of the required size (i.e., number of nodes) has been created it can

then be used for predictive purposes by determining in which leaf node a new observa-

tion would belong, and assigning a class based on the majority class of the leaf node

or calculating a property value, by averaging the property values of the observations

contained in the leaf node.

The philosophy behind the the RF method is that the technique is able to provide

high predictive ability by averaging the predictions of a large number of individual deci-

sion trees. In other words, the RF technique is an ensemble method based on forests of

decision trees. The technique is applicable to both classification and regression. The fol-

lowing discussion presents the fundamentals of the RF technique and its use in providing

a measure of variable importance.

Since the RF method is based on decision trees, the features of the latter that

make it an attractive option in the development of predictive models also apply to

RF’s. These features include the ability to handle high-dimensional data, the ability to

ignore irrelevant variables (thus obviating the need of feature selection) and the ability

to provide some measure of interpretability. However one of the major drawbacks of the

decision tree method is its low predictive ability. Random forests, as an extension of the
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decision tree method, exhibit a higher predictive ability coupled with other features such

as an internal measure of accuracy and a measure of variable importance.

Random forests are closely related to other tree based ensemble techniques such

as bagging,48 boosting49 and random split selection.50 The method consists of generating

an ensemble of N trees denoted by51

R = {T1(X), T2(X), . . . , TN (X)} (2.13)

where X is defined as a p-dimensional vector of descriptors. The output of this ensemble

is be denoted by

{Ŷ1, Ŷ2, . . . , ŶN} (2.14)

where Ŷi is the output of the ith tree. The predicted value reported by the random forest,

Ŷ , is then the majority vote of the N outputs (for classification) or the mean of the N

output values.

The algorithm to build the forest can be described as follows. Consider a training

set, D, of n observations and p independent variables (represented by p-dimensional

vectors). The observations can be categorical (for classification) or real valued (for

regression). A random subset of the training data is selected with replacement and a

decision tree is built using this bootstrap sample. The evolution of the decision tree is

slightly different from the original algorithm described by Breiman38 in that, at each

node m (1 ≤ m ≤ p) descriptors are selected randomly from the descriptor pool. When

m = 1 this is equivalent to random splitting and when m = p this is equivalent to

bagging.48 Using this rule to split nodes, a tree is grown to its maximal size and pruning

is not carried out. Another bootstrap sample is selected and another tree is grown. This

procedure is repeated till the requisite number of trees (N) have been grown. Fig. 2.8

summarizes the steps involved in the creation of a random forest model as a flowchart.

The fact that subsets of the dataset are used to build the forest allows us to

use the observations not used during building (termed out-of-bag or OOB observations)

to obtain a measure of predictive performance. This measure is termed the out-of-bag

estimate52 and can be considered a parallel cross validation since it is estimated for each

training step. The OOB estimate is obtained by considering the OOB part of the data

for the ith tree, denoted by DOOB
i

. The ith tree is used to predict the property of the

observations in DOOB
i

. It has been shown36 that on average each tree uses approximately

1 − e−1 = 2/3 of the whole dataset and hence the size of DOOB
i

, is on average 1/3 of

the dataset. This implies that each observation will be in the OOB data about 1/3 of
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the time. Consequently, the OOB estimates can be aggregated to provide an ensemble

prediction for each observation. In the case of regression, this result is an out-of-bag

estimate of the mean square error (MSE) that can be used to approximate the MSE for

the entire ensemble of trees and can be written as51

MSE ≈ MSEOOB =
1
n

n∑
i=1

[
Ŷ OOB(Xi)− Yi

]2
(2.15)

It has been shown51 that the MSE obtained by Eq 2.15 agrees well with the results of a

k-fold cross validation scheme.

In addition to obtaining performance estimates of the random forest, the OOB

dataset also allows us to obtain a measure of importance of the descriptors in the pool

supplied to the algorithm. The measure is obtained by first calculating the predicted

values for the OOB data for a given tree. Next, each descriptor in the OOB dataset is

individually scrambled and predictions are made on the scrambled OOB dataset, for each

scrambled descriptor. This procedure is repeated for all the trees grown in the forest.

After training is complete, the overall OOB estimates (MSE) for the unscrambled and

scrambled sets can be evaluated using Eq 2.15. The importance of the jth descriptor is

then given by

Importancej = MSE −MSEj (2.16)

where MSE represents the OOB estimate for the unscrambled data and MSEj rep-

resents the OOB estimate for the datasets in which the jth descriptor was scrambled.

This procedure allows the ranking of the descriptor used in the random forest in order

of relative importance. Descriptors that play a more important role in the predictive

ability of the model will have a higher value of importance compared to descriptors that

play an insignificant role. The importance measure for each descriptor can be plotted

to allow easy visual inspection as shown in Fig. 2.9. From this figure it is clear that

SURR-5 is significantly more important than the other descriptors owing to its large

separation on the X axis. These plots are used in Chapter 7 to provide a comparison

with interpretation schemes for other types of models.

2.3.2 k-Nearest Neighbor Algorithm

The k-nearest neighbor (kNN) method is very simplistic in nature and assumes

that observations that are close in the space of the predictor variables will be close to

each other in the space of the response variable. This method can be applied to both
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regression as well as classification problems, though when faced with high-dimensional

data, kNN regression does not perform very well.36

In the case of regression the kNN fit for the ith observation is defined as

Ŷ (xi) =
1
k

∑
xj∈Nk(x)

yj (2.17)

where Nk(x) is the set of k points closest to xi, that is, the neighborhood of xi. Eq. 2.17

simply averages the observed values of the k nearest neighbors of xi to obtain the pre-

dicted response for this observation. From the above discussion, the first step of the kNN

method is to obtain the neighborhood for a given observation. This implies the choice

of a distance metric. The most common metric used is the Euclidean distance, defined

as

dij = ||xi − xj || (2.18)

where xi and xj are the independent variables for the query observation and prospective

neighbor respectively. Other possibilities include the Manhattan distance and Maha-

lanobis distance though the choice of distance metric does not appear to affect the

results significantly.53

In the case of kNN classification, the class of a query observation is simply the

majority class of its nearest neighbors. Fig. 2.10 shows a schematic diagram of the work-

ing of the kNN algorithm. In the figure, the central white point is the query point and

the points connected to it correspond to its three nearest neighbors. In the case of kNN

regression, the property of the query point would be the average of the property of the

nearest neighbors. In the case of kNN classification, the class of the query point would

be the majority class of the nearest neighbors and in this case, the query point would be

classified as blue. As opposed to kNN regression, kNN classification performs reasonably

well when faced with high-dimensional data. This is due to the trade off between bias

and variance. It has been shown54 that in the case of a 1-nearest neighbor classifier the

asymptotic error rate is never more than twice the Bayes error rate. It is evident that

this observation considers the asymptotic region and hence assumes that the bias of the

nearest neighbor rule is zero. In real problems (especially high-dimensional cases) this

is not always the case and the bias term can be substantial. Nearest neighbor classifi-

cation implicitly assumes that the class probabilities are approximately uniform within

the neighborhood of the query point. In the case of high-dimensional datasets, this as-

sumption does not necessarily hold and in fact, when the number of dimensions is high
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the class probabilities might vary significantly in a certain direction. One approach to

alleviating this problem is the use of adaptive metrics which modify the distance metric

so that class probabilities in the resultant neighborhoods do not vary significantly. Ex-

amples of such adaptive nearest neighbor methods include that proposed by Friedman55

and the discriminant adaptive nearest neighbor (DANN) rule described by Hastie et al.56

Given a suitable distance metric a kNN algorithm only requires that a suitable

value of k be chosen. In many cases setting k to 1 provides reasonably good predictive

performance for classification purposes. In general, optimal values of k are obtained via

trial and error. A more systematic approach is to use a cross-validation scheme to obtain

the best value of k for a given dataset. One example of this approach has been described

by Shen et al.57 in which the value of k along with the selection of variables used for

classification were optimized simultaneously.

2.4 Optimization Methods

Optimization is a fundamental topic in QSAR modeling. In this context, there

are two main applications of optimization techniques. The first involves the optimization

of parameters for a model such as the weights and biases in a feed-forward neural net-

work described previously. The other area where optimization plays an important role

is in the selection process. Here, selection can mean the selection of compounds from a

library or design of a library from various components58–60 or it can mean the selection

of descriptors to build models with. In this section we concentrate on the latter form of

selection. As will be described in Chapter 3, the model building process begins with the

generation of a large number of descriptors. In the interests of parsimony, our goal is to

use the minimum number of descriptors to develop a good predictive model. Thus, we

must select good subsets of descriptors. The definition of good depends on the modeling

technique used to build the models after descriptor selection and will be discussed in the

following sections. Though statistical methods exist to perform descriptor selection (or

variable selection as it is termed in the statistical literature) such as stepwise regression,

backward elimination and forward selection, these methods are generally restricted to

linear regression models. However, a more important reason for avoiding these methods

is due to a number of inherent drawbacks which include falsely narrow confidence inter-

vals,61 incorrect p-values, biased regression coefficients that require shrinkage,62 severe

problems with collinearity63 and so on. Furthermore backward or forward selection algo-

rithms by their nature will ignore certain combinations of variables (since in the former
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case variables removed from consideration are not considered again and in the latter case

variables are based on the current subset that has already been selected). Owing to these

restrictions we avoid statistical selection algorithms and instead focus on optimization

algorithms to carry out descriptor selection.

Optimization methods can be divided into two broad classes: deterministic and

stochastic. Examples of deterministic methods include the BFGS algorithm1–4 and the

Nelder-Mead simplex algorithm.5 Examples of stochastic methods include the genetic

algorithm6 and the simulated annealing algorithm.9 The choice of method largely de-

pends on the nature of the solution space. Deterministic methods are preferred in cases

where there is known to be one global minimum in the solution space and when the

dimensionality of the solution space is relatively small. Multiple local minima can exist

and various improvements to the standard algorithms are available to overcome this sit-

uation. When the solution space is very large (or possibly combinatorial in nature) and

may have multiple minima but no distinct global minimum, a stochastic algorithm which

is able to effectively sample the solution space is the preferred option. This does not

imply that a stochastic method cannot be used in the former case. Genetic algorithms

have been used to optimize the weights and biases in neural networks.64,65 In the various

applications discussed in this work parameter optimization has been carried out using

deterministic methods whereas descriptor selection has been carried out using stochastic

methods. The following sections describe the principles underlying the genetic algorithm

and simulated annealing and details of their implementations.

2.4.1 Genetic Algorithms

A genetic algorithm is a member of the class of optimization algorithms known

as evolutionary algorithms, which utilize the concepts of biological evolution to develop

efficient optimization strategies.8 GA’s have been used widely in the field of QSAR

modeling,66–68 cheminformatics59,69,70 and chemometrics.71–74 The application of genetic

algorithms in this work are focused on their use as efficient tools to search large di-

mensional spaces. More specifically, one application of GA’s in QSAR modeling is to

search a descriptor space to find optimal subsets of descriptors that can be used to build

predictive models. Fig. 2.11 shows a flowchart of the generic genetic algorithm and this

section describes the steps in detail.

As mentioned above, a GA is based on the principles of evolution. As a result

much of the terminology from the field of biological evolution has been adapted for
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use in the field of genetic algorithms. Thus we define an individual as consisting of a

chromosome and an associated fitness value. When using a GA for descriptor selection,

the chromosome is simply a subset of descriptors (of user specified length) chosen from

the descriptor pool that is being searched. A population is defined as a collection of

individuals. The first step of the GA is to initialize the population. This is achieved

by randomly generating a user specified number (usually 40 to 50) of descriptor subsets

of user specified size. Each descriptor subset is used to build a model (which can be a

linear regression model or a CNN model). The root mean square error (RMSE) for each

model is used to determine the fitness of the individual. The implementation used in

this work does not use the raw RMSE value but instead uses a linearly scaled form. The

actual form of the fitness function depends on the nature of the model to be developed.

For linear models the fitness for the ith individual in the population is defined as

Fitnessi =
(

2− RMSEi

RMSEavg

)−1

(2.19)

where RMSEi is the RMSE for the ith individual and RMSEavg is the average RMSE for

the whole population. In the case of CNN models, the fitness function is defined by the

cost function described in Section 2.2.1. Once the fitness for each individual has been

evaluated, the population is ranked.

The next step is to create a child population. First a mating list is created, which

is of the same size as the current population. Those individuals with fitness greater

than the population average (which from Eq. 2.19 is greater than 1.0) are automatically

placed in the mating list. By definition, this will fill up half of the available slots. The

remaining slots in the mating list are filled by using a roulette wheel selection procedure6

to select individuals from the current population. Once the mating list is created a child

population is then generated by successively selecting two individuals from the mating

list at random and applying genetic operations.

The first operation is termed crossover, and involves the the swapping of portions

of the chromosomes of a pair of individuals. The GA literature describes a number of

variations of the crossover operation.6 The current implementation restricts itself to the

single point crossover. In this type of crossover a split point is chosen in the descriptor

subset. Then the descriptors from one side of the split point in the two individuals

are swapped to give rise to two new individuals. This operation is shown graphically

in Fig. 2.12. The figure represents a crossover performed on two individuals having a

chromosome (descriptor subset) of length 5. The split point is chosen at the fourth
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descriptor and the descriptors on the left of the split point are swapped resulting in two

new individuals. The goal of crossover is to generate new individuals that will have the

good features of the parent individuals. That is, if two individuals have a high fitness this

implies that certain parts of their chromosomes (i.e., certain descriptors) are responsible

for their fitness. By combining a portion of the chromosomes of two fit individuals, we

expect that the children will exhibit equal if not better fitness.

The second genetic operation is termed mutation and is performed on a single

child individual. It should be noted that mutation is not performed on all individuals

in a population but is carried out only 5% of the time, mirroring the low frequency

of mutation in biological evolution. In a genetic algorithm the mutation operation is

performed by randomly changing a part of the chromosome of an individual. That is,

a random descriptor within an individual is replaced with a randomly chosen descriptor

from the descriptor pool. This is shown schematically in Fig. 2.13. The goal of the

mutation operation is two-fold. First, random mutations prevent the algorithm from

getting stuck in a local minimum and second, mutations prevent the phenonemon of

premature convergence. This occurs when the algorithm creates very similar (or even

identical) individuals whose fitness is high, but not necessarily optimal. The mutation

operation can also be viewed as a method to maintain diversity within a population,

though this does not entirely solve the problem of premature convergence as noted by

Goldberg.6

With the application of these two operations we end up with a second, child,

population. The fitness of the individuals in this population are evaluated and the

individuals ranked. The second generation population is then created by randomly

selecting individuals from the the top 50% of the previous population and the child

population. Finally, if the best model in the child population is of lower fitness than the

best model from the previous population, the best model from the previous population is

kept in the second generation. With the formation of the second generation population,

the whole process is repeated. This continues for a user specified number of cycles

(usually 1000) and at the end the top ranked individuals (i.e., the top ranked descriptor

subsets and associated RMSE values) are reported to the user.
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2.4.2 Simulated Annealing

Simulated annealing is a generalization of the Metropolis Monte Carlo method75

to optimization problems. The original method was devised as an efficient way to eval-

uate the Boltzmann average of a given atomic or molecular property. The method was

extended by Kirkpatrick et al.9 to determine the most stable state of a system. This

modification was based on the physical phenonemon of annealing in which a melt (such

as a glass or metal) is initially at a high temperature and then allowed to cool slowly,

such that at any time, the melt is in thermal equilibrium. As the temperature is de-

creased the atoms in the melt will achieve increasingly ordered states and when the final

temperature (say, room temperature) is reached the configuration of the atoms should

be that of the most stable state.

This modification of the Metropolis method is easily extendable to combinatorial

optimization problems and more specifically for QSAR, feature selection. In terms of

an optimization problem, the temperature term in the simulated annealing algorithm

effectively controls the size of the solution space and the cooling schedule narrows the

space over time, allowing the algorithm to reach the global minimum of the solution

space.

The original algorithm described by Metropolis et al. considered an initial thermo-

dynamic configuration of a system with energy E at a temperature T . This configuration

was perturbed and the change in energy, ∆E, was evaluated. If the change in energy was

negative the new configuration was accepted and if positive, the configuration was ac-

cepted with a probability equal to the Boltzmann factor, exp(−∆E/kT ). This procedure

was repeated a number of times to obtain sampling statistics and then the temperature

was reduced by a small amount. The whole procedure was then repeated till the final

temperature was achieved. In terms of a feature selection problem, the thermodynamic

configuration is replaced by a set of descriptors and the energy is replaced by a cost

function which in the case of the studies presented in this work is either a linear regres-

sion routine or CNN routine. Thus, the algorithm starts out with a random descriptor

subset (configuration), say x0, selected from the descriptor pool and the value of the

cost function (which is the RMSE for linear models and Eq. 2.6 for CNN models) for

this descriptor subset is calculated, say C(x0). Next, the descriptor subset is perturbed

by randomly replacing a single descriptor by a randomly selected descriptor from the

pool. The value of the cost function for this new configuration is then determined, say

C(x). If C(x) < C(x0) the new configuration replaces the previous one and we repeat
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the perturbation process. If C(x) ≥ C(x0) then a detrimental step has been taken.

The new configuration is accepted with a probability equal to the Boltzmann acceptance

probability, P . If the new configuration is still not accepted, the algorithm replaces the

new configuration with the old one and returns to the perturbation step. The working

of the algorithm is shown schematically in Fig. 2.14. The whole procedure results in

a single, low cost descriptor subset. The algorithm is then repeated with a different

random descriptor subset to build up a pool of low cost descriptor subsets which can

then be investigated in more detail.

The simulated annealing algorithm used in this work is an implementation of

generalized simulated annealing described by Bohachevsky.76,77 This method differs

from the classical simulated annealing algorithm by introducing a step size ∆r and a

normalized n-D vector v. The vector v corresponds to a set of random perturbations of

the current configuration x. v is obtained by generating a set of random numbers from

N(0, 1) denoted by ui, i = 1 . . . n and evaluating

vi =
ui∑n

i=1
u2

i

(2.20)

The new configuration y is then given by

y = x + ∆rv (2.21)

which lies in the neighborhood of x. The second modification is that the acceptance

probability P , approaches zero as the configuration approaches the global optimum.

This gives P the form

P = exp
(
−β

C(y)− C(x)
C(x)− Cest

)
(2.22)

where C(x) and C(y) are the values of the cost function for the configurations x and y

and Cest is the estimated global optimum. β is a parameter that controls the cooling

schedule and corresponds to the effective temperature term, kT , in the Boltzmann factor.

The choice of β is important as too small a value will result in a random walk and too

large a value will cause the algorithm to converge to a local minimum. β begins with a

small value which allows detrimental steps to be taken relatively frequently. This allows

the algorithm to explore a larger space. As the algorithm progresses, β is increased

making the probability of acceptance of a detrimental step lower, thus shrinking the

search space. To determine the initial value of β the algorithm is run for a set number

of iterations and β is adjusted until the relation 0.5 < P̄ < 0.9 (where P̄ is the mean
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probability of a detrimental step) is achieved. In the case of the current implementation,

the algorithm is allowed to run for 1000 iterations and for each detrimental step, the

equation

P = exp (−β∆C) (2.23)

is solved assuming P = 0.8. Here ∆C is the difference in the value of the cost function

for the detrimental configuration and the previous configuration. At the end of the

iterations the average value of β is taken as the starting value for the actual run. To

prevent premature convergence, β is multiplied by 2 every 100 iterations for a maximum

of 50000 iterations. If detrimental steps occur more than 900 times in a row β is reset

to the starting value and if this occurs twice in a row the algorithm exits.

2.5 Conclusions

In this section I have presented the underlying details of the modeling and op-

timization algorithms used in this work. For each class of modeling technique or opti-

mization technique described here, there is a number of alternatives that have not been

discussed. These include variants of the fundamental neural network model such as the

probabilistic neural network and various types of linear modeling techniques such as

ridge regression, linear discriminant analysis and so on. The QSAR literature has nu-

merous applications of these and other modeling techniques. The field of optimization is

certainly much more detailed than has been described in this chapter and, the literature

describes numerous algorithms and variants that are suited for both general use as well

as for special cases. However, the focus of this work is not on the modeling or optimiza-

tion techniques themselves. Rather, the goal of this work is to develop and implement

techniques that allow us to obtain meaningful knowledge from data using predictive or

descriptive models. The methods described in this chapter allow us to achieve the first

step, namely, the development of the model itself. Subsequent chapters describe various

methods that have been developed to ensure validity and provide interpretability.
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Fig. 2.1. A schematic diagram of a 3-layer, fully connected feed-forward
neural network

Fig. 2.2. A more detailed view of a single hidden layer neuron. The xi’s represent
the output value of the neurons in the preceding layer and wi’s correspond to the
weights for the connections between this neuron and those in the preceding layer.
b represents the bias term for this neuron.
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Fig. 2.3. A plot of the signmoidal transfer function used in the imple-
mentation of the neural network algorithm in this work
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Fig. 2.4. A plot showing the variation of training set and cross-validation
set RMSE with training cycle. The global minimum of the cross-validation
curve indicates the training cycle at which the optimal weights and biases
occur
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Fig. 2.5. A clustering of the first 5000 compounds from the NCI AIDS
test dataset31 obtained using a SOM. The grid dimensions are 10 × 10
and the neurons are color coded based on the number of compounds that
map to them. Thus black neurons have no members from the training set
mapped to them whereas the white neurons have the maximum number
of observations mapped to them.
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Fig. 2.6. A flowchart illustrating the recursive partitioning algorithm
used to generate a decision tree
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Fig. 2.7. A schematic diagram of a decision tree for a hypothetical clasification
problem. The purity measure used to grow the tree was defined to be the fraction of
a single class in the nodes created by a prospective split. Three binary descriptors,
X1, X2 and X3 were available for splitting and the Di’s correspond to each node.
Nodes D4, D5, D6 and D7 represent leaf nodes.



43

Fig. 2.8. A flow chart describing the working of the random forest algo-
rithm
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Fig. 2.9. A random forest descriptor importance plot
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Fig. 2.10. A schematic diagram of the kNN algorithm
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Fig. 2.11. A flow chart describing the working of a genetic algorithm
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Fig. 2.12. A schematic diagram of the single point crossover operation. The
grids on the left represent the parents and the grids on the right represent the
children formed after crossover. The portion of the chromosomes to the left of
the split point are swapped.

Fig. 2.13. A schematic diagram of the mutation operation
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Fig. 2.14. A flow chart describing the working of a simulated annealing
algorithm
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Chapter 3

QSAR Methodology and ADAPT

The previous chapter described a number of modeling techniques with which

QSAR models can be built. Based on the nature of the method used, QSAR models

are classified as linear or nonlinear. However, the modeling process does not simply

consist of passing data through an algorithm. As described in Chapter 1, the fact that

we cannot directly calculate physical properties or biological activities requires us to take

an indirect route. As a result, QSAR modeling is a stepwise process consisting of five

main steps:

1. Structure entry and optimization

2. Descriptor calculations

3. Objective and subjective feature selection

4. Model development

5. Prediction

This is a very broad overview and certain steps, such as set generation and interpreta-

tion have been skipped over, though these will be discussed in more detail in subsequent

chapters. Another important step in the QSAR model development process is the consid-

eration of the validity of models. This aspect has many facets and one of them involves

deciding as to whether a model will be applicable to a set of unseen query compounds.

This topic is discussed in more detail in Chapter 5.

The utility of a QSAR model depends on its intended future use. If a model is to

be used as a screen in a high throughput pipeline, the predictive ability of the model is

paramount. In these cases the high predictive ability of CNN’s and random forests make

models based on these methods attractive. If a QSAR model is to be used as a guide to

possible modifications of molecules to improve their activities, the interpretability of the

model assumes a major role. In this case the simple PLS interpretation scheme that can

be applied to linear models make them good candidates for QSAR modeling inspite of

their lower predictive performance for biological properties. Chapters 8 and 9 describe
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two approaches to providing interpretations for CNN models. As a result, one gets the

best of both worlds - high predictive ability and a measure of interpretability.

This chapter discusses in detail the various steps in the model development process

and is oriented towards the use of the ADAPT1,2 software package for 2-D QSAR model

development and testing.

3.1 Structure Entry and Optimization

The model building process using ADAPT begins with the creation of a work area

which initializes the various files and related storage requirements for a QSAR study. The

molecules to be used in the study can be available as 2-D or 3-D structures. In general,

the data are in the former format and as a result, 3-D structures are required. 3-D

structures are usually generated using Hyperchem. The resultant structures are crudely

optimized using a molecular mechanics method within Hyperchem. Once the dataset

has been converted to 3-D structures, they are rigorously optimized with Mopac 7.01.

This program employs a semi-empirical method using the PM33,4 Hamiltonian. This

Hamiltonian is reported to be well suited to the purpose of geometry optimization. Since

some molecular descriptors also require information about the electronic environment of

the molecule, the molecules are also optimized for electronic properties. In this case the

AM15–7 Hamiltonian is used. Once the molecules have been optimized for geometry and

electronics, they are stored in the ADAPT work area.

3.2 Molecular Descriptor Calculations

As mentioned before, the fundamental assumption of QSAR modeling is that

molecular structure can be correlated to physical or biological properties. Thus the fun-

damental requirement is some method to encode various structural features in a molecule.

Molecular descriptors fulfill this requirement. Descriptors are (in general) numerical rep-

resentations of specific molecular features. Such features can range from very simple ones

such as the number of carbons or number of halogen atoms to more complex and abstract

features such as graph invariants of the molecular graph or the information content of a

molecule as characterized by entropy. Several packages are available to calculate a wide

variety of descriptors. Examples include Dragon,8 JOELib9 and ADAPT. Owing to the

large variety of descriptors that can be calculated we restrict ourselves to a discussion of

the main types of descriptors that are calculated by ADAPT and refer the reader to the

literature10 for additional information. The descriptors calculated by ADAPT can be



58

classified into four types: geometrical, topological, electronic and hybrid. The following

sections describe the nature of each descriptor class in detail.

3.2.1 Geometric Descriptors

Geometric descriptors characterize the shape and extent of the molecule in terms

of its 3-D coordinates. As a result accurate coordinates are required and so the structure

must be geometry optimized before these descriptors can be calculated. Examples include

moment of inertia,11 molecular surface area and volumes,12 and shadow descriptors.13,14

The surface area and volume descriptors are usually used in combination with atomic

properties (such as partial charges or hydrophobicities) and are useful in characterizing

the distribution of these properties. The shadow area descriptors align the first two

moments of inertia of the molecule along the X and Y axes and then calculate the

area of the projection of the molecule on the XY, XZ and YZ planes. In general these

types of descriptors capture features related to molecular size and shape and thus are

generally physically interpretable. The drawback to these descriptors is that they require

accurate molecular geometries and thus for large sets of molecules the optimization

step can become time consuming. Furthermore, the ADAPT implementation of these

descriptors do not take conformational features into account and work with the lowest

energy conformer. Situations where conformation details play an important role (such

as ligand binding) will not be accurately characterized by these descriptors.

3.2.2 Topological

As the name suggests, topological descriptors consider the topology of a molecule.

That is, in the most general case, only the connections between the atoms in a hydro-

gen suppressed molecule, effectively converting it into a mathematical graph. Certain

topological descriptors consider the type or certain properties of atoms involved in the

connections as weights. Topological descriptors characterize features such as path lengths

and connectivity. Examples include connectivity indices,15–17 distance edge vectors18 and

eccentricity indices.19 Since topological descriptors consider the molecule as a mathe-

matical graph, a number of these descriptors are simply various graph invariants or other

functions of the molecular graph. Examples include eigenvalues of the adjacency matrix

and descriptors based on the molecular influence matrix20 etc. However, there are other
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descriptors that consider features such as paths and vertex degrees. Topological descrip-

tors are able to provide a more detailed description of molecular shape features such as

branching and crowdedness.

As an example consider the calculation of some connectivity indices. These were

first described by Randic21 and later extended by Kier and Hall15 with the assumption

that

there resides in the structural formula sufficient information so that an index,

based upon non-empirical counts of atoms, can be calculated

Numerous connectivity indices have been defined. A well-studied example is the χ in-

dex. These indices consider the vertex degree of each atom in various subgraphs of the

molecular graph. Thus the 1χ index is defined as

1χ =
∑
i6=j

1√
δiδj

(3.1)

where δi and δj are the vertex degrees of two bonded atoms, i and j. However, the
1χ descriptor is simplistic since it only considers atoms connected by a single bond. To

characterize a molecular structure on a larger scale, extended versions of the χ descriptor

were defined. Thus the second order connectivity index, 2χ, is computed by dissecting16

a structure into 2-bond (i.e., 3 atoms) fragments. The value of the descriptor is then

calculated by
2χ =

∑
i6=j 6=k

1√
δiδjδk

(3.2)

where δi, δj and δk are the vertex degrees of the atoms in a given fragment. Higher

order χ indices can be calculated in a similar manner. An important feature of these

descriptors is that they restrict themselves to linear paths. However, structures exhibit

branching and cyclic paths and the connectivity indices were extended to take these

features into account, resulting in the mχf descriptors where m denotes the number of

edges in a fragment and f denotes the type of fragment that may be p (path), c (cluster),

pc (path–cluster) or ch (chain). The structures of these fragments are summarized in

Fig. 3.1.

It should be noted that the original definition only considered saturated carbon

atoms. To take into account unsaturation and heteroatoms the δ value for an atom was

modified such that

δv = Zv − h (3.3)
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where Zv is the number of valence electrons and h is the number of hydrogens. Eq. 3.3

was also extended to take into account core electrons for higher row elements. The use

of the δv values lead to the calculation of the valence corrected χ indices denoted by
mχv

f
, where m and f have been previously defined.

Fig. 3.2 shows an example of how a molecular structure is decomposed into a

variety of fragments. The original molecule (1-methyl 3-ethyl benzene) is decomposed

into a 6th order chain (top), two 3rd order clusters (right) and three 4th order path–

clusters (bottom). The numbers in the central structure correspond to the vertex degree

for each atom. Thus the value of 6χch would be obtained by

6χch = 1 · 1√
2× 2× 2× 2× 2× 2

= 0.125

Similarly the fourth order path–cluster χ index, 4χpc would be calculated as

4χpc = 3 · 1√
(1× 3× 2× 2× 2)

= 0.612

Finally the value of the third order cluster χ index, 3χc would be calculated as

3χc = 2 · 1√
(1× 3× 2× 2)

= 0.576

Another type of topological descriptors are the BCUT’s developed by Pearlman

et al.22 These descriptors are based on the Burden matrix23 which is an adjacency matrix

in which the non-diagonal elements are weighted based on the nature of the connectivity

of the atoms involved. Thus for a molecule with n atoms and an n×n adjacency matrix,

A, the Burden matrix, B is defined as

Bij =


π × 0.1 if i 6= j and Aij = 1

0.001 if i 6= j and Aij = 0

Z if i = j

where π represents the conventional bond order and Z represents the atomic number.

Furthermore, all off-diagonal elements of B are augmented by 0.01.
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The fundamental modification made by Pearlman was to place atomic properties

along the diagonal of the Burden matrix. This leads to a variety of weighted Burden

matrices where the weights include atomic weight, polarizability, electronegativity and

hydrogen bonding ability. The actual descriptors are obtained by performing an eigen-

value decomposition of the Burden matrix and taking the lowest and highest eigenvalues.

It has been shown that the extreme eigenvalues of the Burden matrix encode global infor-

mation24 regarding the molecule. Thus by combining atomic properties with the Burden

matrix, the resultant eigenvalues encode global structure-property characteristics of a

molecule, leading to BCUT descriptors being termed holistic. The holistic nature of

these descriptors have led to their frequent use in studies of chemical diversity,25–27 li-

brary design28,29 and hit selection in high throughput screens.30–32

Topological descriptors have been widely used and have been shown to be very

useful in building predictive models. Since they only require connectivity information for

a molecule, the process of drawing and optimization of 3-D structures can be avoided.

This results in the rapid calculation of this class of descriptors. The downside to topolog-

ical descriptors is the lack of physical interpretability. Many of these types of descriptors

are quite abstract in nature and though a number of reports have described correlations

between certain descriptors and physical properties,33–35 these are not easily generalized.

3.2.3 Electronic Descriptors

Electronic descriptors consider various features of the molecules’ electronic envi-

ronment. These include the HOMO and LUMO energies, electronegativity and various

atom-centered partial charge descriptors. The ADAPT system is able to calculate atomic

charges using empirical data to fit the dipole moments of molecules36,37 or by using pKa

values.38 These approaches are attractive since they do not require any optimization to

be carried out and only consider molecular connectivity. The downside of these methods

is that they are based on a predefined set of parameters and thus will not necessarily

be accurate for a number of molecules. An alternative approach is to use an ab initio

or semi-empirical technique to calculate charges. Owing to the time intensive nature of

the former method, the semi-empirical approach is preferred and ADAPT is able to im-

port partial charges calculated using the AM15 Hamiltonian with the MOPAC package.

Though ADAPT focuses on charge based descriptors derived semi-empirically, there are

a number of studies describing the development and application of ab inito quantum

mechanical molecular descriptors39–42 that calculate properties such as electron density,
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Fukui functions and so on. Owing to the computationally intensive nature of the calcula-

tion of these descriptors, a method has been developed that works with atomic fragment

values, termed Transferable Atom Equivalent’s (TAE)43 which allow for the calculation

of quantum mechanical descriptors for whole molecules using atomic fragment values.

Together with a wavelet based encoding and a hybrid shape-property descriptor, TAE’s

have been used to build predictive QSAR models of high quality.44

3.2.4 Hybrid Descriptors

Hybrid descriptors are generally combinations of electronic or topological descrip-

tors and geometric descriptors and in general characterize the distribution of a molecu-

lar feature over the whole molecule. Examples include the charged partial surface area

(CPSA),45 hydrophobic surface area (HPSA)46 and hydrogen bonding47,48 descriptors.

The important characteristic is that they provide localized information regarding molec-

ular features. Thus, in the case of the HPSA descriptors, one is able to obtain specific

values of the hydrophobicity for different regions of the molecule as well as a global value

for the whole molecule. For example, consider Fig. 3.3. In the upper figure, the atom-

wise hydrophobicity values are displayed. These hydrophobicity values are then color

coded and mapped to the molecular surface to provide a visual representation of the

information in the lower figure. The atomwise hydrophobicity values can be combined

with surface area information for the individual atoms, as shown in Table 3.2, to obtain

a wide variety of descriptors (25 in the ADAPT implementation). Examples include the

atomic constant weighted hydrophobic and hydrophilic surface areas, total hydropho-

bic constant weighted hydrophobic surface area and the relative hydrophobicity. The

functional forms of these descriptors are given below.

PPHS-2 =
∑

(+SAi)(+ log Pi)

PNHS-2 =
∑

(−SAi)(− log Pi)

THWS =
∑

(log Pi)(SAi)

RPH-1 =
Most hydrophobic atom constant∑

log Pi

where SAi is the surface area for the ith atom and log Pi is the hydrophobic constant

for the ith atom and the + and − symbols indicate a hydrophobic or hydrophilic atom

respectively.
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The CPSA descriptors are similar in concept to the HPSA descriptors. In this

case, the surface area values are combined with partial charges leading to 25 descriptors.

In addition, a number of CPSA descriptors specific to certain atoms (such as N and O)

are also calculated. These descriptors are similar in concept to the Polar Surface Area

(PSA) descriptors49,50 which have been shown to be very useful in studies of intestinal

absorption51 and blood brain barrier crossing.52 The development of the Topological

Polar Surface Area (TPSA) method by Ertl et al.53 allows the rapid evaluation of polar

surface areas using only connectivity information (SMILES strings) and a library of

fragment contributions.

By combining molecular surfaces with atomic properties, these descriptors are

useful both in 2-D as well as 3-D QSAR methods. In addition, surface-property descriptor

types usually have simple physical interpretations and have been shown to be quite

information rich.54,55

3.3 QSAR Set Generation

An important step in the modeling process is the creation of QSAR sets. Given

a dataset of molecules, three mutually exclusive sets are created. The first, termed the

training set, is used during the model building process. The learning algorithm used to

build the model uses this set to characterize the dataset based on features present in

the training set. The next set is the cross-validation set and is used in the case of CNN

models. This set is used periodically during the training of the CNN and allows for the

monitoring of the error rate during training. In the case of linear models the training set

and cross-validation set are combined together. Finally the prediction set is a subset of

the dataset that is not used at all during model building. Its purpose is to validate the

final model and ascertain its predictive ability. These three sets are collectively termed

QSAR sets.

The most common technique to generate these sets is random selection. The

technique used in ADAPT is termed activity-weighted binning. In this procedure the

dataset is binned based on activity values and then molecules are selected based on a

probability, weighted by the bin populations.

An important point to note is that the learning algorithms are attempting to

capture features of the dataset from a smaller subset of the overall dataset. When a model

has been built it is tested on a another subset of the dataset. Clearly if the features that

are present in the training set are not sufficiently represented in the prediction set, the
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models’ predictive ability will be poor. Thus we must consider the idea of representative

QSAR sets. In general, the QSAR sets should be created such that the various features

present in the dataset should be proportionally represented in each individual QSAR set.

One approach to this problem is to classify the dataset based on features described by a

set of global molecular descriptors. The aim of such an approach is that these descriptors

should be able to represent the main features of the dataset. The QSAR sets are then

created such that molecules from the classes are represented in the same proportion that

was found in the overall dataset. This approach is discussed in more detail in Chapter 4

where a Kohonen self organizing map is used to classify the dataset and subsequently

create the QSAR sets. Alternative methods include the use of statistical molecular,56

D-Optimal57 or Kennard-Stone58 design methods.

3.4 Feature Selection

Though only four types of descriptors has been mentioned above, these classes

account for the nearly 300 descriptors calculated by ADAPT. Other programs such as

DRAGON are able to evaluate nearly 1200 descriptors covering a wide variety of descrip-

tor classes. It is apparent that in such a large descriptor pool a number of descriptors

will be highly correlated with other descriptors or else may have the same value for all

the molecules (such as number of aromatic rings, when the dataset has no aromatic

rings) and will thus contain no relevant information. Thus before descriptors can be

used for model building, the original descriptor pool must be reduced in size by selecting

only feature rich and relevant descriptors. This selection step is termed objective feature

selection. Once a reduced pool of descriptors has been created, suitable subsets of the

descriptors must be selected to build QSAR models with. This step is termed subjective

feature selection.

3.4.1 Objective Feature Selection

The original descriptor pool obtained from the evaluation of all available descrip-

tors is reduced in size by two main methods. First, an identical test is carried out. This

procedure removes descriptors that have a constant value for a user specified percentage

of the dataset. In general the percentage ranges from 80% to 90%. The next step is to

calculate the correlation coefficient between all the pairs of descriptors. If a pair of de-

scriptors exhibit a R2 value greater than or equal to a user specified cutoff, one member

of the descriptor pair is discarded. Which pair is discarded is in general random; however,
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if one member of the pair is a topological descriptor, it is kept in preference to the other

member. The reason for this behavior is that topological descriptors generally provide

a global description of a molecule. Though the same is true of geometric descriptors,

the larger number of topological descriptors available warrant their preferred inclusion

in the reduced descriptor pool. Another technique that is used to create a reduced pool

of descriptors is vector space descriptor analysis, which is based on the Gram-Schmidt

orthogonalization procedure.59 This technique considers descriptors as vectors and at-

tempts to create a descriptor pool as a spanning linear vector space. Essentially, it starts

by placing the descriptor that is most correlated to the dependent variable in the reduced

pool. The next step is to find the descriptor from the original pool that is most orthog-

onal to the current descriptor. This step is repeated, each time selecting the descriptor

from the original pool that is most orthogonal to the subspace spanned by the previously

selected descriptors. The procedure is repeated until the number of descriptors in the

reduced pool reaches a user-defined limit.

By varying the cutoffs for the identical and correlation tests and the size limit for

the vector space technique, the size of the reduced descriptor pool can be varied by the

user. In general a rule of thumb is used to decide on the size of the final reduced pool

and is given by
nmol

nreduced
= .6 (3.4)

where nmol is the number of molecules in the dataset and nreduced is the number of

descriptors in the reduced pool. This rule is derived from work carried out by Topliss et

al.,60 which quantitatively measured the relationship among the number of variables, the

number of observations and the probability of chance correlations in linear regression

models based on simulated data. The value of 0.6 represents a tradeoff between the

numbers of variables and observations to minimize the probability of chance correlations.

3.4.2 Subjective Feature Selection

This stage of feature selection refers to methods by which descriptor subsets are

selected from the reduced descriptor pool for model building purposes. The problem

is combinatorial in nature; for reduced pools of moderate size a brute force approach

to subset selection is unwieldy and for larger pools, computationally unfeasible. As a

result, for reduced pools containing more than 20 descriptors stochastic search methods

are preferred. Such methods include genetic algorithms61,62 (GA), simulated annealing63
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(SA), particle swarms64 and ant colony algorithms.65 ADAPT implements GA and SA

methods for subjective feature selection.

The details of the GA and SA methods have been described in Chapter 2. The

implementation of the GA in ADAPT involves the use of an objective function, which

depends on the type of model being built. In the case of linear models the genetic

algorithm is coupled with a linear regression routine. The fitness of a given descriptor

subset is a function of the root mean square error (RMSE) of the model based on that

subset. Another constraint that is sometimes applied is that models with values of the

t-statistic less than 4.0 are rejected. However, it has been seen in practice that this

sometimes leads to the rejection of models that have good predictive ability. Hence,

this constraint is not strictly applied and models with lower values of the t-statistic

are considered. In the case of descriptor subset selection for neural network models,

the objective function is a 3-layer, fully-connected, feed-forward CNN as described in

the previous chapter. The fitness for a given descriptor subset is defined using a cost

function based on the RMS errors of the training and cross validation sets used in the

CNN model. This cost function is defined as

Cost = RMSETSET + 0.5× |RMSETSET − RMSECV SET | (3.5)

where RMSETSET and RMSECV SET are the RMSE values for the training and cross-

validation sets, respectively. This cost function is designed to take into account model

performance based on the training set as well as the extent of overfitting. As described in

Chapter 2, care must be taken to prevent overfitting in a neural network model. This is

controlled by the use of the cross-validation set. By considering the RMSE for the cross-

validation set, the cost function penalizes models that cannot generalize as exhibited by

having poor cross-validation performance. The constant factor of 0.5 is an empirically

chosen value and has been observed to provide a balance between the RMSE values of

the training and cross-validation sets.

In the case of the simulated annealing algorithm, the above discussion holds,

except that the energy of a given configuration (i.e., descriptor subset) is now given by

the RMSE (for linear models) or the value of the cost function (CNN models).

It should be noted that in the case of CNN models, the use of the genetic or

simulated annealing algorithms results in models having optimal descriptor subsets for

the specified architecture. To fully investigate the performance of a selected descriptor
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subset, a variety of CNN architectures must be considered. This is carried out by de-

veloping models with the same set of input descriptors but varying architectures (i.e.,

varying numbers of hidden layer neurons). The final model for a given descriptor subset

is that which exhibits the lowest cost function.

3.5 Model Development

Once we have calculated the descriptors, reduced the original pool to a more

manageable size and then selected a number of optimal descriptor subsets we can then

proceed to build a set of models and choose the best one. The ADAPT methodology

for model development involves three steps. First a set of linear models are developed

using the top five to ten descriptor subsets selected by the GA or SA, coupled to the

linear regression routine as the cost function. These models are termed Type I models.

The best model is selected based on R2 and RMSE value. In many cases, such as

for biological properties, a simple linear relationship will not result in good predictive

performance. Thus, the next step is to investigate whether the selected descriptor subset

will show enhanced perfomance when used in a nonlinear relationship. Thus, we use the

descriptor subset from the linear model and build a nonlinear CNN model. For the

given descriptor subset (i.e., input neurons) a number of CNN models are developed by

varying the number of hidden neurons, subject to the constraint specified by Eq. 2.5.

Out of this set of models the final model is the one that exhibits the lowest cost function

defined by Eq. 3.5. This model is termed a Type II model. The problem with this type

of model is that it uses a descriptor subset that was selected by the GA (or SA), based

on its performance in a linear model. That is, the descriptor subset was optimal for

linear models but not necessarily for nonlinear models. As a result, the final step of

model building consists of using the GA (or SA) coupled to the CNN routine to search

for descriptor subsets that show good performance in CNN models. Once a number of

descriptor subsets have been obtained, the final architecture is obtained as described

above. Nonlinear models that are obtained by linking the feature selection routines to a

nonlinear cost function are termed Type III models. The model development procedure

described here is summarized graphically in Fig. 3.4. The result of this procedure is

to create a set of linear and nonlinear models. In many cases, both types of models

can be used in combination to investigate different aspects of the structure-property

relationship being modeled and in other cases one type of model may be sufficient to
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understand the trends present in the dataset as well as provide good predictive ability

for new observations.

3.6 Prediction, Validation and Interpretation

After a QSAR model has been developed the next step is to investigate its pre-

dictive ability. The simplest method is to test the model on a subset of the dataset

that has not been used during the model development process (the prediction set). The

statistics obtained from the results of the prediction set can give us some indication of

the model’s predictive ability. The most common statistics for linear models are R2 and

RMSE, though the former is not always a very reliable indicator of the goodness of fit as

shown in Fig. 3.5. The figure plots the predicted versus observed values obtained from a

linear regression model based on a simulated dataset. The dataset consisted of two well-

seperated Gaussian clusters. Clearly, the relationship between the independent variables

and the dependent variable is not linear. However, the R2 value of 0.91 misleadingly

indicates that the regression model fits the data well.

Another aspect closely related to predictive ability is generalizability. The main

problem with the use of a single prediction set as a test of a model’s predictive ability is

that it is a limited indicator of the model’s ability to handle new data. Generalizability

is a more general term than predictive ability and essentially describes how the model

behaves when faced with new data. The question of generalizability arises owing to the

fact that a testing methodology based on a subset of the original dataset is inherently

biased since the prediction set will, to some extent, share distribution characteristics of

the training set. Obviously this may not always be true and is dependent on the manner

in which the training and prediction sets are generated. But in general one can assume

that new datasets will share the characteristics of the data to differing extents. Clearly a

new dataset that differs greatly from the training data (say a dataset of linear molecules

versus a dataset of cyclic molecules) will not give rise to good predictions from the model.

On the other hand a new dataset containing molecules that are similar to the training

data can be expected to lead to good predictions.

How can we measure generalizability? The answer to this question is not clear

cut. One possible indicator of model generalizability is the relative performance of the

model on cross-validation and prediction sets. This possibility is discussed in more detail

in Chapter 4. An important point to note regarding this approach is that this requires

the use of a cross-validation set and consequently cannot be applied directly to linear
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models built using multiple linear regression. An alternative approach to the question of

generalizability, alluded to above, is to try and quantify how well a new dataset will be

predicted by a model. Essentially, this method tries to link some aspect of model quality

to the structures of the molecules being considered. One approach is to link model quality

to some similarity measure between the training dataset and a new dataset. Yet another

possibility is to predict the performance of a model on a new dataset directly, using

information from the model and the new structures. These approaches are discussed in

more detail in Chapter 5.

Validation of a QSAR model is very similar in nature to the ideas discussed

above. However, whereas the above discussion focuses on validation of a final QSAR

model, validation also plays an important role during model development and is gen-

erally termed cross-validation. More specifically, algorithms such as neural networks

and random forests all benefit from a validation mechanism during model development.

In the case of a neural network, cross-validation is required to prevent over-training

as described in Section 2.2.1. Similarly, the random forest algorithm uses a built-in

cross-validation scheme to provide an internal measure of accuracy.

The ADAPT CNN methodology uses two forms of validation. One option is to use

a fixed cross-validation set through all validation iterations. The second option is to use

a leave n% out validation scheme. The latter method works by randomly selecting n% of

the training set at each validation iteration and evaluating a cross-validation RMSE. A

wrapper is also available which carries out a round robin leave n% out validation scheme

(though this is probably more correctly termed as an ensemble method). In contrast

to the above method it generates multiple training, cross-validation and prediction sets

such that each member of the dataset is present in one of the prediction sets (and

correspondingly one of the cross-validation sets). Though this is more rigorous than

than a neural network algorithm with a fixed cross-validation set it is probably not

as useful as the leave n% out method using randomly selected cross-validation sets.

The reasons are twofold. First, the procedure whereby each member of the dataset

is predicted once is extremely time consuming. Second, this procedure results in an

ensemble of neural network models (for each training, cross-validation and prediction

set combination) rather than a single model. One possible justification for ignoring the

latter drawback is that neural network models are in general not considered interpretable

and are usually developed for their predictive ability. Thus the fact that an ensemble

of models is generated rather than a single model may be justified to some extent if the

predictive ability of the ensemble is significantly better than the single model. However,
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as noted by Agrafiotis et al.,66 the “benefits of aggregation methods are clear but not

overwhelming.”

Validation, in the sense of neural networks and random forests, is not directly

applicable to the case of linear model’s developed using multiple linear regression. How-

ever, one method that can be used to gain an idea of a linear model’s predictive ability is

to use a leave-one-out (LOO) procedure resulting in a prediction for each member of the

dataset. This method results in a cross-validated R2, usually denoted by Q2. However,

the utility of this statistic is debatable and numerous discussions are available in the

literature.67–71

An important component of the validation process is testing for chance correla-

tions. That is, we would like to know whether the results generated by the model were

due to chance correlations rather than the model actually capturing a specific structure

activity relationship (SAR). This is important in the context of the ADAPT methodol-

ogy as the algorithms used during subjective feature selection are stochastic in nature.

Thus it is possible that the results of a model developed on the basis of a descriptor sub-

set selected by the GA or SA are simply due to luck rather than an any real relationship

between the dependent variable and the independent variables. The simplest strategy

to test for chance correlations is to scramble the dependent variable and estimate R2

and RMSE values for the model using the scrambled dependent variable. Since the

fundamental assumption of QSAR modeling is that descriptor values correlate with the

observed activity (or property) one would expect that the R2 for the scrambled depen-

dent variable would decrease and that the RMSE would increase. Graphically, a plot of

the observed versus predicted property should appear random as illustrated in Fig. 3.6.

If the results of the scrambled runs are similar to those produced by a model using the

true dependent variable then one must conclude that the model has not captured a real

structure activity relationship. Topliss et al.60 discuss the role of chance correlations in

the context of linear regression and their simulations provide a guide to the probability

of observing a given value of R2 (for the case of random variables). The simulation only

considered a small set of possible variable combinations and thus is not an exhaustive

study. However it does indicate the importance of checking for chance correlations. The

method of scrambling the dependent variable can be applied to both linear and nonlinear

models. In either case this technique tests the resultant model for chance correlations.

Another possibility is to test the feature selection algorithms themselves for chance

correlations. That is, are the best descriptor subsets arising due to chance or are they
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really minima in the descriptor space searched by the GA or SA? A simple way to inves-

tigate this type of chance correlations is to evaluate the statistics of models built from

randomly selected descriptors. Similar results as described above would be expected. In

this case the difference should not be as large since the descriptors will still be correlated

to the dependent variable, but owing to random selection the descriptor combinations

may not be optimal and hence should result in poorer statistics compared to a model

built with an optimal subset of descriptors.

At this point we have in hand a validated model with (it is hoped) good predictive

ability. The important feature of the model is that it should have incorporated one or

more structure activity relationships. The final task of a QSAR modeling methodology

is to interpret the model to describe these relationships. The ADAPT methodology

leads to both linear and non-linear models and currently both types of models can be

interpreted. The interpretation of linear models utilizes the PLS technique described by

Stanton.72 Its ability to dissect the effects of individual descriptors on the dataset allows

a very detailed description of any structure activity relationship captured by the model.

A brief description of the PLS technique is provided below.

The first requirement of this technique is to have a statistically valid linear regres-

sion model - generally characterized by high absolute values of individual t-statistics and

a high value of the overall F -statistic. The next step is to build a PLS model using the

selected descriptors. An important observation at this point is that the PLS algorithm

employed in this work used a leave-one-out cross-validation scheme to determine the op-

timal number of PLS components. If the optimal number indicated by cross-validation

does not equal the number of descriptors, the initial linear model was overfit and thus

cannot be usefully analyzed by the PLS technique.72 Given a validated model we ex-

tract the X and Y scores and the X weights from the PLS analysis. The X weights give

an m × n matrix, where m is the number of descriptors and n is the number of PLS

components, which are simply linear combinations of the descriptors used in the original

original linear models. Essentially each column can be interpreted as the contributions

of individual descriptors to a given component. The X and Y scores will be also be

matrices with the PLS components in the columns and the observations in the rows.

The Y score vector for a given component is analogous to a predicted value made by

the original linear model, except that now it models the transformed variable denoted

by the X score vector. For each component we create scoreplots by plotting the X score

vector against the Y score vector. The next stage involves a simultaneous analysis of the

components and their corresponding scoreplots. Ideally we would see that there are one
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or two descriptors in each component that have high weight values - indicating that they

are the main contributors to the component. We start with the first PLS component and

obtain the most weighted descriptor. We then consider the score plot for that component.

Compounds in the upper right and lower left are properly predicted whereas compounds

lying in the other quadrants are either over-predicted (upper left) or under-predicted

(lower right). Compounds that are correctly predicted as active will tend to lie in the

upper right quadrant and those that are correctly predicted as inactive will occupy the

lower left quadrant of the scoreplot. One can thus conclude that compounds with high

values of the most weighted descriptor (assuming the weight is positive) will be more

active than compounds with low values. This argument is reversed if the weight for the

descriptor is negative. The under- or over-predicted compounds are not explained by the

current component. Thus we must consider the next component and its most weighted

descriptor. One would expect that compounds that were poorly predicted by the first

component will be well predicted by the second one and the most weighted descriptor

for this component will be able to account for the good predictions. Once again, for the

poorly predicted cases, we move to the next component and proceed as before.

At the end of this procedure the role of the individual descriptors in determining

activity (or lack of it) will have been extracted from the model. In the words of Stanton,73

“it’s like reading a book”. This technique has been used in the interpretation of biological

activity of artemisinin analogous74 and the inhibitory activity of PDGFR inhibitors.55

In the case of a neural network model two forms of interpretation can be generated.

First, a measure of the importance of the input descriptors can be generated using a

technique analogous to the measure of variable importance in random forests.75,76 In

addition, we can also provide a more detailed interpretation of a CNN model based on

a method inspired by the PLS technique described above. The development of the CNN

interpretation methodologies and examples of applications are described in Chapters 8

and 9.

3.7 Conclusions

The development of QSAR models proceeds in a stepwise fashion as described in

this chapter. The first step is the entry of the molecular structures and optimizations for

geometry and electronic properties. Next, molecular descriptors are calculated for the

dataset and objective feature selection is carried out to reduce the number of descriptors

to a manageable pool. The next step is to select subsets of descriptors to build models. As
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has been shown, descriptor selection and model building are interlinked, using stochastic

algorithms to search for descriptor subsets that lead to low cost (in terms of RMS error

for linear and cost function for nonlinear) models.

The model building process generally proceeds in three stages. In the first stage a

set of linear models are built. In the second stage, the descriptor subsets used in the best

linear models are then used to build neural network models, the assumption being, that,

if a nonlinear structure-activity relationship is present, the CNN should be able to better

capture it. In the third stage, the GA or SA feature selection method is coupled with

the CNN routine to search for descriptor subsets that perform optimally in a nonlinear

model. In both the second and first phases, the final architecture of the CNN model,

for a selected descriptor subset, is decided upon by rigorously investigating all possible

architectures subject to the constraint on the number of adjustable parameters.

Finally, after a number of models have been generated, they are validated and

then investigated for predictive and interpretive ability. The former is usually good for

the selected models. The resultant models can then be interpreted. Depending on the

type of model different degrees of interpretation are possible. Linear regression and

CNN models can be interpreted in a detailed manner. In addition, broad measures of

descriptor importance can also be obtained for CNN models and ensemble models (such

as random forest models) though such interpretations are necessarily not as informative.

The following chapters discuss applications of the QSAR methodology described

here as well as investigations of specific steps in the QSAR methodology.
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Table 3.1: A list of the descriptors and their associated class
available in ADAPT

Type Name Function Reference

Topological DKAPPA κ shape indices 77–79
DMALP All self avoiding paths of length upto the

longest path in the structure
80,81

DMCHI χ molecular connectivity indices 15–17
DMCON Molecular connectivity indices, similar to

DMCHI but corrects for heteroatoms in
rings and aromatic rings

82,83

DMFRAG Counts for a variety of substructures
DMWP Weighted paths based on Randic’s

molecular ID
21

DEDGE Molecular distance edge descriptor, λ 18
CTYPES Hybridization of carbon atoms based on

connectivity only
DESTAT Electrotopological state 84,85
DPEND Superpendentic index 86

Geometric DSYM Structural symmetry index, equal to
ratio of the number of unique atoms to
the total number of atoms in a hydrogen
suppressed structure

ECCEN Eccentric connectivity index 19
DMOMI Moments of inertia along X, Y and Z

axes
11

SAVOL Molecular surface area and volume 12
SHADOW Shadow areas obtained by projecting a

3-D structure onto the XY, XZ or YZ
planes

13,14

DGRAV Gravitational index 87
LOVERB Molecular length to breadth ratio

Electronic CHARGE Dipole moment, charges on most
negative and positive atoms and the sum
of absolute values of all charges

HLEH HOMO & LUMO energies and
electronegativity and hardness

MRFRAC Molecular refraction 88
MPOLR Molecular polarizability 89

Hybrid CPSA Charged partial surface areas 45
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Table 3.1: (continued)

Type Name Function Reference

DATOM CPSA descriptors for specific groups and
atoms (carbonyl, O, N, S, and halogens)

HBSA Hydrophobic surface areas 54,90
HBMIX Intermolecular hydrogen bonding ability 47,48
HBPURE Intramolecular hydrogen bonding ability 47,48

Table 3.2. The hydrophobicity and solvent accessible surface area
values calculated for glycine. These values are combined to gener-
ate the 25 HPSA54 descriptors.

Serial No. Atom Label Hydrophobicity Surface Area (Å2)

1 C -0.20 2.58

2 C -0.28 7.36

3 O -0.15 48.00

4 O -0.29 26.00

5 N -1.02 19.04

6 H 0.12 25.01

7 H 0.12 25.33

8 H 0.30 30.81

9 H 0.21 29.81

10 H 0.21 21.98
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A B C D

Fig. 3.1. The four types of fragments used to calculate χ de-
scriptors. A – 2nd order path. B – 3rd order cluster. C – 4th

order path cluster. D – 5th order chain. The order refers to the
number of edges in each fragment.

Fig. 3.2. A diagram illustrating the decomposition of 1-
methyl 3-ethyl benzene into fragments for subsequent use in
the calculation of χ descriptors. The annotations of the cen-
tral structure correspond to the vertex degree of each atom.
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A

B

Fig. 3.3. Graphical representations of hydrophobicity values for
the glycine molecule. A shows the numerical hydrophobicity val-
ues and B displays the solvent accessible surface area color coded
by the hydrophobicity values. Blue regions indicate the most hy-
drophilic groups and red corresponds to the most hydrophobic
groups.
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Fig. 3.4. The sequence of steps involved in model building using the ADAPT
methodology. Here GA and SA refer to the genetic algorithm and simulated an-
nealing feature selection methods respectively.



79

Fig. 3.5. A plot generated from a linear regression model, using simulated
data, with a high value of R2, but clearly unable to explain the variation
in the dataset. The red line represents the fitted regression line.
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A B

Fig. 3.6. Plots generated using simulated data, illustrating the results of testing chance corre-
lations in a linear model by scrambling the dependent variable. Plot A represent the original
linear model. Plot B represents the linear model rebuilt after scrambling the independent
variable.
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Chapter 4

Generation of QSAR Sets Using a Self-Organizing Map

4.1 Introduction

As mentioned in Chapter 2, self-organizing maps1 (SOM) are a class of unsu-

pervised neural networks whose characteristic feature is their ability to map nonlinear

relations in multi-dimensional datasets into easily visualizable two-dimensional grids of

neurons. SOM’s are also referred to as self-organized topological feature maps since the

basic function of a SOM is to display the topology of a dataset, that is, the relationships

between members of the set. SOM’s were first developed by Kohonen in the 1980’s, and

since then they have been used as pattern recognition and classification tools in various

fields including robotics,2 astronomy,3 and chemistry.

Neural networks, in general, have been used extensively in chemistry4 and chemo-

metrics and examples of applications in chemistry include spectroscopy,5–8 prediction of

NMR properties9 and prediction of reaction products10,11

SOM’s have also been applied to studies in the field of QSAR/QSPR.12 The

fundamental premise of QSAR studies is that structurally related (similar) compounds

will have similar properties. Determining similarity is a complex task, and many methods

exist such as principal components analysis and hierarchical cluster analysis. The fact

that a SOM is able to extract topological information from a dataset makes it a valuable

tool for detecting similarities in a dataset. Thus, it is to be expected that neighboring

neurons in a two-dimensional SOM grid will be similar to each other. If each neuron

in such a SOM grid can be assigned a molecule, groups of similar molecules can be

identified.

Many studies have used a SOM to perform the actual QSAR13–16 analysis by

detecting relationships between structures and activities of interest. Other applications

use SOM’s at different stages of the QSAR study, for example, the use of a SOM to choose

the best subset of molecular descriptors17,18 to perform a QSAR analysis. However,

another important step in QSAR study is the generation of training, cross-validation,

This work was published as Guha, R.; Serra, J.; Jurs, P.C., “Generation of QSAR Sets with a
Self-Organizing Map”, J. Mol. Model. Graph., 2004, 23, 1–14.
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and prediction sets. A number of methods exist, including random selection, activity-

ranked binning, and sphere exclusion algorithms.19 A number of studies have focused

on approaches to select the training set. These approaches include classical statistical

design methods such as Kennard-Stone,8,20 and D-Optimal8 as well as Kohonen neural

networks.8,20–22 Set selection is also an important step in QSAR modeling of chemical

libraries. Most strategies for this are based on a combination of principal components

analysis (PCA) for dimensionality reduction followed by statistical molecular design23–25

(SMD).

The goal of this study was to implement a set generation technique, utilizing

a SOM, together with whole molecule descriptors, to initially classify the dataset and

subsequently use this classification to generate training, cross-validation, and prediction

sets for QSAR studies, whose composition would mirror the overall composition of the

entire dataset. The expectation was, that this technique should lead to the generation of

QSAR models that exhibit equal or higher validity than models generated from subsets

developed with random selection or activity-ranked binning. The distribution of the

members of the training and prediction sets (with respect to each other in descriptor

space) was also studied by calculating a molecular diversity index.26 In addition, the

results from SOM generated QSAR sets were compared to results obtained using QSAR

sets created using traditional activity binning, as well as sets created using a sphere

exclusion algorithm described by Golbraikh.19

4.2 Implementation of an SOM

A Kohonen self-organizing map (SOM) is an unsupervised neural network that

uses as its inputs only the independent variables of the dataset here, molecular structure

descriptors. The theoretical details of the SOM can be found in Section 2.2.2.

The implementation for this study consisted of a 13x13 grid. A Gaussian kernel

was used, and the learning factor α was set to an initial value of 1.0 and was decremented

with a constant decrement of 0.1 per training iteration. The dataset we used to test this

method consisted of 333 molecules. According to Chen11 the grid should contain 333 to

999 neurons. This translates to grid sizes ranging from 18x18 up to 31x31. However, we

noted that for grids larger than 15x15 the SOM converged to a configuration in which the

training set was mapped relatively evenly over the grid with little apparent clustering. In

addition the use of larger grids increased the running times significantly. The method of

choosing a grid size does appear to be arbitrary. However, given the fact that following
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Chen’s rule of thumb produced grids with hardly any clustering observable, we felt that

examining smaller grid sizes was justified. Using a 13x13 grid of neurons the SOM

usually required 80 to 90 training iterations for the grid neurons to converge to their

final values. Depending on the number of descriptors used to represent each compound,

this took approximately 3 to 6 minutes on an AMD 750MHz Duron processor running

RedHat Linux 7.3.

After the SOM was trained, the results were analyzed to detect clusters of neurons.

In this context, a cluster refers to neurons that have similar Euclidean distances from

each other. As mentioned in Satoh,10 “recognition of boundaries of clusters in a Kohonen

network is a difficult task”. This was implemented by considering two neurons, having

a distance less than a user specified value, to be a part of the same cluster. Starting

with an arbitrary neuron, we assigned an arbitrary class label. Next, we considered

the distances to all the nearest neighbor neurons. Using the rule mentioned above, the

neighboring neurons were assigned classes; either the same class as the initial neuron or

the opposite class. This procedure was then repeated with all the neurons in the grid. An

example of the grid layout after cluster detection (using three different threshold values)

is shown in Fig. 4.1. The diagrams are based on the grid generated using the BCUT &

2D Autocorrelation descriptor combination, which are described in a subsequent section.

The final step in this procedure was to assign classes to the actual dataset members

by submitting each dataset vector to the trained grid. The class of the closest grid neuron

(in terms of Euclidean distance) was assigned to the dataset member.

The result of the cluster detection procedure was to divide the dataset into two

classes. Fig. 4.2 shows how the classified dataset is distributed over the SOM. As men-

tioned before, the arbitrariness of cluster detection lies in the fact that the user must

specify a distance threshold value. Too small a value or too large a value results in all

the dataset members being assigned to the same class. As the threshold value progresses

from zero to larger values the SOM generates a bulk class containing the majority of the

dataset members and a minor class. At one point, the populations of both classes will

be approximately equal, and then with further increase of the threshold value the pop-

ulations once again get skewed. It is thus clear that the threshold value must be chosen

carefully. Below we describe the method that we employed to arrive at a threshold value.

It should be noted that the classification of the dataset by the SOM is not intended

to correspond to a classification based on any structure-activity relationship. The aim

of the classification is to simply divide the dataset into two sets differing in structural

features, as characterized by whole molecule descriptors.
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4.3 Using the SOM to Create Sets

In this study, the SOM was used to generate training, prediction and cross-

validation sets (hereafter referred to collectively as QSAR sets) for QSAR studies using

the ADAPT27,28 methodology. Previously, these sets had been generated by randomly

selecting the requisite number of molecules from the binned (based on activity) dataset.

However, owing to the random selection process, the binning procedure does not necessar-

ily create sets that represent the composition of the whole dataset. Yan and Gasteiger22

used a SOM to select QSAR sets, in which sets were created by simple selection of grid

points. As a result thier method is similar to the sphere exclusion technique, in that

there is a correspondence between the training and prediction set points in descriptor

space. However the technique described by Yan and Gasteiger22 does not necessarily

maintain a correspondence between the composition of the QSAR sets and the overall

dataset. Our method emphasizes the use of characteristic features of the dataset to

create sets whose composition would mirror the overall dataset. This is achieved by

using the SOM to divide the dataset into two classes, based on the molecular structure

descriptors representing the compounds of the dataset. These two classes thus represent

the SOM classification of the whole dataset into a major and minor class (say, Class I

and Class II, respectively).

As described above, the threshold value controls the population of the two classes.

We initially ran the SOM with the threshold value set to zero. The output of this run

reported the distances between all the neurons in the grid. This distance information

was used to determine the range of threshold values to be considered in subsequent

runs of the SOM. The next step was to run the SOM several times in succession, with

threshold values ranging from about 5% to 90% of the maximum distance reported in

the initial run. Each run generated a set of class assignments. We considered those

runs that generated a bulk class having approximately 80% of the entire dataset. The

difference between the populations of the bulk and minor class for each of these runs, D,

was noted. A large jump in the value of D was usually seen at one point in the series.

This can be seen in Fig. 4.3, which plots D versus the threshold value (represented as a

percentage of the maximum distance in the grid when the threshold value is set to zero).

The descriptor subset supplied to these SOM runs was the MoRSE-WHIM subset. The

classification results from the run that generated the lower value of D for the jump were

used for the subsequent creation of QSAR sets. From Fig. 4.3 it is apparent that there

is a large jump from 23% to 24% as well from 4% to 5%. However, we did not consider
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these jumps since the number of molecules in the bulk class for these jumps was not

close to 80% of the whole dataset. Instead, the grid configuration that corresponds to

the jump from 9% to 11% had a bulk class that contained 80.1% of the whole dataset.

Thus the grid results from the run using a threshold value of 11% were used subsequently.

After the dataset had been classified, the information produced was used to create the

actual QSAR sets. At this point the SOM had classified the dataset into two classes

(Class I and Class II), members of each class being similar to each other but dissimilar

to members of the other class.

Now, for example, say that Class I contains 75% of the whole dataset and Class II

contains the other 25%. Our premise is that QSAR sets that contain Class I and Class II

molecules distributed according to their percentages in the overall dataset will be more

representative of the overall dataset and thus should lead to good predictive models.

Continuing with the example, let us assume that we have a dataset of 100 molecules and

the SOM classifier splits this dataset in to 75 molecules in class I and 25 molesules in

class II. We also assume that for the QSAR sets, the training set should contain 80%

of the dataset and the cross-validation and prediction sets should each contain 10%. To

make the training set composition similar to that of the overall dataset it will have 80

compounds, of which 75% (60 compounds) will be from class I and 25% (20 compounds)

will be from class II. Similarly the cross-validation and prediction sets will each have 10

compounds, of which 75% (8 compounds) will be from class I and 25% (2 compounds)

will be from class II. Due to rounding, the final QSAR sets may not have the exact

number of compounds described, but can differ by 1. The breakup of the QSAR sets

among the SOM classes discussed above is represented diagrammatically in Fig. 4.4 with

the exact numbers of compounds rounded appropriately.

Unlike methods such as the sphere exclusion method, discussed below, there is no

guarantee that the QSAR sets generated cover the entire descriptor space. Though it is

possible that a specific QSAR set is generated by sampling points from a small region of

the grid, while still covering both classes, it appears that this does not occur. Fig. 4.5

shows the distribution of the QSAR sets over the grid. As can be seen, the members

of each set seem to be relatively evenly distributed over the grid. The diagrams in

Fig. 4.5 are based on the BCUT & 2D-Autocorrelation descriptor combination. The

other QSAR sets generated from other Dragon29 descriptor combinations investigated

generated similar plots.
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4.4 Sphere Exclusion

This method, described by Golbraikh,19 uses the concept of molecular diversity26

coupled with a sphere exclusion algorithm to generate training and prediction sets which

satisfy the following criteria: points in the training and prediction sets should be close

(in terms of descriptor space) to each other, and the training set should be diverse, as

measured by the value of its diversity index.26

Golbraikh describes three types of sphere exclusion algorithms. A brief summary

of the general sphere exclusion algorithm follows. For a training set with N compounds

and described by K descriptors, the compound with the highest activity is first selected

and placed in the training set. Next, a radius, R, is calculated. R is given by the formula

R = c

(
V

N

)1/K

(4.1)

where V is the volume of the space occupied by the points of the dataset in the descrip-

tor space and c is a user defined constant termed the Dissimilarity Level (DL)26 and

essentially controls the number of molecules placed in the training and prediction sets.

To simplify calculations, the descriptor space is normalized using the formula

Xn
ij

=
Xij −Xj,min

Xj,max −Xj,min
(4.2)

where Xij is the non-normalized j’th descriptor for the i’th molecule and Xn
ij

is the

normalized value of the descriptor. Thus after normalization, V = 1 and the equation

for the radius simplifies to

R = c

(
1
N

)1/K

(4.3)

After a value of R is obtained, a sphere with this radius is centered at the point cho-

sen above, and all compounds that lie within this sphere (except the center point) are

included in the prediction set and removed from the dataset so as not to be considered

later. At this point if there are no more points left to consider the algorithm halts, other-

wise the distances from the remaining points to the centers of all the spheres considered

so far are calculated. The distance is given by

dij =

√√√√ K∑
a=1

(Xia −Xja)2 (4.4)
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where Xi and Xj are the descriptor vectors for the i’th and j’th molecules respectively

and K is the number of descriptors. One of the points is chosen to be the center of the

next sphere and this process is repeated. The manner of choosing the next point gives

rise to 3 variations of the sphere exclusion algorithm: the point that had the smallest

dij , the point that had the largest dij , or randomly choosing a point. In this study we

implemented the first option. The result of this algorithm is to generate a training and

prediction set. Since the ADAPT methodology requires the use of a cross-validation set,

we randomly selected the required number of molecules out of the training set to create

the cross-validation set.

4.5 Descriptors for the SOM

The SOM requires that each compound be represented by a set of molecular struc-

ture descriptors. We used an external set of descriptors (from the Dragon29 program),

as opposed to the ADAPT descriptors since we wanted to classify the dataset in terms

of global features, rather than specific structural trends. As a result, various subsets

of Dragon descriptors which are holistic in nature were used, rather than ADAPT de-

scriptors, many of which concentrate on specific structural features. Another reason for

not using ADAPT descriptors is that the resultant QSAR sets would indirectly contain

the information generated by the ADAPT descriptors and thus using same descriptors

again during model development would lead to the possibility of biased models (in that

the same information that was used to arrange the molecules would be used again when

predicting their activity).

This technique, thus, proceeds in two stages and requires two sets of descriptors,

preferably orthogonal in nature. In the first stage, one set of descriptors is used to

classify the dataset with the SOM leading to creation of training, cross-validation and

prediction sets. The second stage involves the generation of the actual QSAR model using

the second set of ADAPT descriptors and the training, cross-validation and prediction

sets created in the first stage.

As mentioned above the, descriptors for the first stage were taken from the Dragon

program. Several combinations of the Dragon descriptors were selected to see if they

could provide a holistic description of the molecules. The number of descriptors in each

combination was reduced using correlation and identical testing before using them in

the SOM algorithm. A brief description of the descriptors used for the SOM clustering

follows. The size of each reduced Dragon descriptor set is shown in Table 4.1.
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The BCUT metrics30–32 are hybrid descriptors derived from the Burden param-

eters30 which originally combined the atomic number of an atom and the bond types

for adjacent and non-adjacent atoms. The BCUT metrics improve upon the number

and type of atomic features that can be encoded. This descriptor has shown significant

utility in the measurement of molecular diversity.33

Autocorrelation descriptors are based on the autocorrelation function defined34

as

ACl =
∫ b

a

f(x)f(x + l) dx (4.5)

where f(x) is a function of x, l is an interval of x and a and b are the limits of the

interval under consideration. f(x) is generally a time-dependent function or in the case

of molecular descriptors a spatially-dependent function, in which the atoms of a molecule

define the points in space and f(xi) represents some atomic property for the ith atom.

Both 2-D and 3-D autocorrelation descriptors can be calculated and for this study we

restricted ourselves to three types of 2-D autocorrelation descriptors - Moreau-Broto,35–37

Moran,38 and Geary.39 These descriptors sum products of atom properties of terminal

atoms of all paths of a specific path length.

The Galvez topological charge indices40–42 use the distance matrix to evaluate

charge terms which characterize the charge transfer between individual atoms in the

molecule.

The GETAWAY43–45 descriptors are based on the information contained within

the molecular influence matrix.44 They combine the geometrical information in the

influence matrix and topological information in the molecular graph weighted by various

atomic properties. As a result, there are two sets of GETAWAY descriptors, the H & R

GETAWAY, both of which we chose to use in the classification stage.

3D-MoRSE46,47 descriptors are fixed length representations of 3D molecular struc-

ture and are based on the algorithm used for the analysis of electron diffraction data.

Individual descriptors are obtained by considering different weighting functions as de-

scribed in the literature.

WHIM48–53 descriptors describe a molecule in terms of size, shape, symmetry and

atom distribution and are based on a principal components analysis on the centered

molecular coordinates with different weighting schemes.52

Our studies used both individual sets as well as combinations of the above de-

scriptors. The sphere exclusion method also used the same combinations of external

Dragon descriptors for the generation of the QSAR sets.
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4.6 Results and Discussion

To test this method we generated QSAR models using the 333-compound pcD-

HFR dataset that was studied by Mattioni.54 The structures and activity values for all

the molecules are contained in above-mentioned reference. To generate the QSAR sets we

fed combinations of Dragon descriptors to the SOM, and its output was used to generate

the sets. For each Dragon descriptor subset the sizes of the training, cross-validation and

prediction sets were the same. To ensure a large enough training set, 80% of the dataset

was placed in the training set and the remaining 20% was divided equally amongst the

CV and prediction sets. The actual number of molecules in each set is summarized in

Table 4.2 . After the QSAR sets were generated, we calculated ADAPT descriptors for

the entire dataset of 333 molecules. This generated 248 descriptors for each molecule.

The number of descriptors was then reduced via objective feature selection to generate a

reduced pool of 74 descriptors. The reduced pool of ADAPT descriptors was then used

with the QSAR sets created from each of the Dragon descriptor combination, to build

nonlinear computational neural network (CNN) models using the ADAPT methodology.

In total we used six combinations of Dragon descriptors to generate six nonlinear CNN

QSAR models (Table 4.1).

4.6.1 Nonlinear CNN Models

To generate nonlinear models, the descriptor subsets selected by a genetic algo-

rithm were fed to a 3-layer, fully-connected, feed-forward neural network to test fitness.

The best neural network models were those that minimized the cost function defined as

Cost = RMSETSET + 0.5× |RMSETSET − RMSECV SET |

where RMSETSET and RMSECV SET are the RMS errors for the training and cross

validation sets respectively. Futher details of the development of CNN models using a

genetic algorithm for model selection can be found in Section 3.4.2.

After several of the best (low cost) models were obtained a more rigorous analysis

was performed on each model to identify the optimal neural network parameters. The

results for the nonlinear models are summarized in Table 4.3. Though the number of

descriptors in the two best models (see Table 4.4) is significantly lower than the number

in the published model, they are of similar types, the majority being simple structural

counts and topological path descriptors.
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The MoRSE-2D Autocorrelation Dragon descriptor combination generated QSAR

sets which produced a CNN model whose prediction set RMSE value was slightly larger

than the original value whereas the prediction set error for the models that were generated

from QSAR sets produced by using the GETAWAY and the MoRSE-WHIM Dragon de-

scriptor sets match the predicted value. However, in all cases the RMSE’s for the training

and cross-validation set were significantly larger than those for the reported model. The

higher cross-validation set error could indicate a loss of generalizability in these models.

On the other hand the RMSE values for the training and cross-validation sets generated

from the MoRSE-GETAWAY combination are much closer to those reported, though

the prediction set error is now significantly larger. However, the attractive feature of

the models generated from QSAR sets produced by MoRSE-2D Autocorrelation, GET-

AWAY and MoRSE-WHIM Dragon descriptor sets are that they are 5- or 6-descriptor

models. Furthermore, the number of neurons in the hidden layers in these three models

are all less than in the published model, indicating a simpler neural network.

Table 4.4 lists the descriptors present in the two best nonlinear models. The two

best models have a similar set of ADAPT descriptors when compared to the published

model, though none of them include a geometric descriptor. The R2 values for the

two best models (i.e., the models using QSAR sets generated using the MoRSE-2D

Autocorrelation and MoRSE-WHIM Dragon descriptor combinations) are close to those

reported for the best model. These are summarized in Table 4.5. The R2 values for the

training and cross-validation sets produced by the MoRSE-WHIM combination compare

favorably to those published. The R2 value for prediction set produced by the MoRSE-

WHIM combination is a little higher than the reported value, but is not significantly

larger. Considering the fact that the R2 for the prediction set, produced by the MoRSE-

2D Autocorrelation combination, is the same as that published this could indicate that

a combination of MoRSE, 2D Autocorrelation and WHIM descriptor sets would lead to

QSAR sets which would lead to a CNN model with better correlation coefficients overall.

However, it should be noted that though the R2 value is a good test for evenly

distributed data, it is not always reliable for an unevenly distributed dataset as the one

used in this study. As a result we feel that the RMSE values provide a more reliable

indication of the fitness of a model.

The plot for the predicted versus experimental values for the model generated

using QSAR sets produced using the MoRSE-WHIM Dragon descriptor combination is

shown in Fig. 4.6. Molecules in the prediction set were classified as outliers if their

predicted value was two standard deviations away from the mean. This criterion led to
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one outlier, whose structure is shown in Fig. 4.7. The best, published model also classified

a single outlier. Ideally, we would like the same outliers to be detected by either method.

Although this is not the case, it should be noted that there is a structural similarity

in the outliers presented in Fig. 4.7. Although the original work does not provide an

explanation of why that outlier is not predicted well, the fact that the SOM based

technique predicts a structurally similar outlier indicates that that this technique is able

to take into account similarity features of the dataset in the creation of the QSAR sets.

An important feature of the two best CNN models (using QSAR sets generated

from the MoRSE-2D Autocorrelation and the MoRSE-WHIM Dragon descriptor combi-

nations) is the consistency between the RMSE’s for the training, cross-validation, and

prediction sets. In many cases a low RMSE for the prediction set would be indicative of

a good predictive model. However, at the same time, if the RMSE for the training and

cross-validation sets are much lower than that of the prediction set it could indicate that

the model lacks generalizability. Thus one would strive for models that have similar or

consistent RMSE values for all the three QSAR sets. As can be seen, this does not occur

for the original published results. However, for the best CNN models generated by the

SOM-based method, though the RMSE’s for the training and cross-validation sets are

higher than those reported in the original model, the RMSE’s are more consistent over

all the three sets. The standard deviation of the RMSE’s for the three QSAR sets in

the original model is 0.11 whereas the standard deviations in the case of the two best

models noted above are 0.02 in both cases. This suggests that the models generated by

this method have both sufficient generalizability as well as predictive ability. However,

apart from the conclusions regarding the nature of the models themselves, these results

are indicative of the fact that the QSAR sets that are generated by the SOM are indeed

similar to each other and representative of the data set as a whole thus leading to similar

predictions made during training and after training (using the external prediction set).

We also reran the original, published 10–6–1 CNN model five times with different

QSAR sets generated using activity binning. The results obtained are summarized in

Table 4.6. As can be seen there is a large variation in the RMSE’s for the three QSAR

sets in each run. Furthermore, when compared to the RMSE’s for the best CNN models

generated using QSAR sets created by the SOM, we see that the SOM results in general

lie midway between the RMSE values from the 10–6–1 models using QSAR sets from

activity binning. We believe that this is a good indication for the consistency of results

obtained using the SOM to generate representative QSAR sets.
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It thus appears that the technique of using a group of external descriptors coupled

with a SOM to generate sets for QSAR modeling do generate improved results. The

ability of the SOM to detect similarities in the dataset allows us to generate sets that

are more representative of the overall data set. As a result models with fewer parameters

(i.e., descriptors) are able to produce results comparable to the original model that had

nearly twice the number of parameters and in addition produce consistent RMSE’s over

the three QSAR sets.

4.6.2 Sphere Exclusion

For comparison, results of CNN models generated using different QSAR sets cre-

ated by the sphere exclusion method are presented in Table 4.7. For each set of external

descriptors used, the model with lowest cost is reported. None of the models seem to

be significantly better than the published model. The architectures are not significantly

simpler than the reported 10–6–1 architecture and the R2 values and RMSE’s are com-

parable, though none of the models seem to provide an improvement over the published

statistics. In addition, there is not much of a difference in the RMSE values for models

that are generated from QSAR sets that were created using different Dragon descriptor

combinations. However, when comparing the results from the sphere exclusion method to

those obtained from the SOM technique it appears that the SOM generated QSAR sets

produce better models in terms of size (i.e., requiring fewer descriptors), with RMSE’s

being comparable. In addition the RMSE’s for the three QSAR sets in the models gener-

ated by the sphere exclusion method do not show much consistency. The RMSE for the

prediction set is usually higher than the RMSE’s for the training and cross-validations

sets by 0.1 to 0.3. This is similar to the nature of the RMSE’s in the original model.

Due to the nature of the sphere exclusion algorithm one would expect that the resultant

QSAR sets would be similar to each other and thus lead to consistent RMSE’s. The fact

that it does not, is a possible indication that a simple Euclidean distance between indi-

vidual molecular descriptor vectors is not sufficient to characterize similarity of molecules

of in a dataset. Thus the sphere exclusion method does not appear to generate QSAR

sets that can produce models with both generalizability as well as predictive ability for

this dataset.
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4.6.3 Randomization Studies

The best nonlinear model (i.e., the one generated using QSAR sets produced

by the MoRSE-WHIM Dragon descriptor combination) was subjected to randomization

tests. The first set of tests involved generating random training, cross-validation and

prediction sets. These sets were then used to generate a nonlinear model with a 6–5–

1 CNN architecture five times (each time using randomly generated sets) and noting

the average RMSE’s. In addition, the variance between the five individual runs for the

random sets was also compared to the variance for five runs of the original QSAR sets

that gave the best 6-descriptor CNN model. The correlation coefficient for each of the

sets in each of the runs was also compared to the correlation coefficients for the best

model. The results are summarized in Table 4.8. The average correlation coefficient

(R2) for the random training, cross-validation and prediction sets were 0.75, 0.73, and

0.56 respectively. These values would indicate that the KSOM technique is not much

better than random set generation. As mentioned above, R2 is not always reliable for an

unevenly distributed dataset such as the one used in this study and as a result we feel

that the RMSE values provide a better indicator of the goodness of a model. Though

the RMSE’s for the training and cross-validation sets are comparable, the prediction

set RMSE is much larger for the random sets. In addition, comparing the standard

deviation in the RMSE values for the five runs for the random and KSOM sets indicates

that the KSOM technique is more consistent compared to the random approach. For

the original best model the standard deviations for the three sets were 0.005, 0.01 and

0.02, respectively. For the random sets the standard deviations were 0.02, 0.03 and 0.13

respectively, indicating that predictions made using the random sets were not consistent

over several runs. Once again, we believe that this is evidence for the KSOM’s ability

to generate good sets based on features of the dataset.

The next randomization test consisted of regenerating the best nonlinear model

(using the ADAPT descriptors as reported in Table 4.4) but scrambling the dependent

variable. With the scrambled dependent variable, the best CNN model was regenerated

using the original QSAR sets. This process was repeated five times, each time scrambling

the dependent variable and the average RMSE and R2 values for the training, cross-

validation and prediction sets for the five runs were noted. It would be expected that

the resultant model would have relatively high RMSE’s for the three sets, as well as low

R2 values. This was indeed the case with the training, cross-validation and prediction

sets having RMSE values of 1.04, 1.00 and 0.97 respectively (Table 4.9). In addition
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the R2 values for the three sets were 0.17, 0.09 and 0.01, respectively. Compared to the

RMSE and R2 values for the best model, it appears that chance correlations played little

(if any) part in the results for the best model.

Finally a randomization test was carried out to investigate the role of chance

correlations in the genetic algorithm (i.e., the descriptor selection algorithm). This was

carried out by generating one hundred CNN models using a 6–5–1 architecture and

the QSAR sets generated by the SOM (using the MoRSE-WHIM Dragon descriptor

subset). However in each run, six ADAPT descriptors were randomly selected from

the reduced pool. One would assume that the RMSE and R2 values for the models

generated by randomly selecting descriptors would be worse than for the best reported

model but not as poor compared to the runs using a scrambled dependent variable. This

can be explained by noting that since the dependent variable is not scrambled there

will be some correlation with the descriptors selected. However due to the fact that

we randomly select descriptors this correlation will not be as significant compared to

descriptor selection using a genetic algorithm, which looks for descriptor subsets that

are well correlated with the dependent variable and hence produce models with low cost

functions. Thus this test ensures that the specific set of descriptors selected by the

genetic algorithm did not arise by chance alone. The results for this test are provided in

Table 4.10. As can be seen, the average RMSE for all three sets are higher than those

reported for the best model, though the differences are not as significant compared to

the results from the scrambled dependent variable test. The R2 values are also lower

than for the best reported model but are not as poor when compared to the results from

the scrambled dependent variable test.

The results from the randomization tests described above thus indicate that

chance correlations played little (if any) role in both the descriptor selection algorithm

as well in the final model itself.

4.7 Diversity Indices and SOM Generated Sets

The SOM was used to prepare training and prediction sets such that they would

be heterogeneous in nature and representative of the whole dataset. The molecular

dataset diversity index26 has been developed to quantify the diversity of a dataset and the

correspondence between training and prediction sets. This metric provides a quantitative

estimate of the similarity between the training and prediction sets. Golbraikh describes

three quantities - M(test, train) , M(train,test) and Itrain. The quantity of interest here is
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M(test,train), which measures the diversity of the training set with respect to the prediction

set. The value of M(test,train) depends on both the algorithm used to generate sets as

well as the distribution of the data set in the descriptor space. In general lower values of

M(test,train) indicate that the points in the prediction set are closer (or correspond better)

to the points in the training set. However the evaluation of M(test, train) depends on the

value of an arbitrary value termed the Dissimilarity Level (DL). Golbraikh does not go

into detail regarding the choice of a dissimilarity level. Hence, we calculated M(test, train)

values at increasing DL values for each Dragon descriptor combination, plotted them

(Fig. 4.8), and correlated the behavior of the plots with the CNN model statistics. One

would expect that for training and prediction sets which correspond well with each

other (i.e., a prediction set point corresponds to some training set point) the M(test,train)

should rapidly fall to zero with increasing DL values. However, another view would be

to consider the training and prediction sets to be well distributed throughout descriptor

space of the dataset. In such a case the correspondence between the two sets would not

necessarily be very good and one would observe higher values of M(test,train) for a given

DL value. This might lead one to conclude that such a situation would lead to bad

model statistics. However, Fig. 4.8 indicates otherwise. From the plot we see that the

curves for the MoRSE-2D Autocorrelation and the MoRSE-WHIM combinations remain

constant at an M(test,train) value of 1 for all DL values up to approximately 2 and the

MoRSE-GETAWAY combination remains at 1 up to nearly 2.5. From Table 4.3 we see

that the MoRSE-GETAWAY combination has the best training and cross-validation set

errors of all the sets tested, but its prediction set error is higher. At the same time, the

training and prediction set errors for the MoRSE-WHIM and MoRSE-2D Autocorrelation

combinations are larger than for the MoRSE-GETAWAY combination - but their order

follows the trend in the graph. Sets that remain at a M(train,test) value of 1 for higher

DL values appear to lead to lower RMSE’s for the training and cross-validation sets.

If one considers the prediction set errors, a similar trend is seen. Sets whose

M(test,train) vs. DL plots remain at a M(test,train) value of 1 for larger values of DL

appear to lead to better prediction set errors. However this should not be considered

as an absolute as the plot for the GETAWAY set does not follow this trend. In fact

the prediction set error is equal to that for the MoRSE-WHIM set., but the M(train,test)

value drops below 1 for DL values of 0.7 onwards. Thus the values of M(test,train) for

the GETAWAY set are lower for a given DL value, indicating a better correspondence

between the training and prediction sets. However, though this leads to a good prediction

set error, the training and cross-validation set errors are quite large. This could imply
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that lower M(test,train) values might lead to better prediction set errors but at the same

time would lead to a loss of generalizability as evidenced by the training and cross-

validation set errors.

Though the use of an arbitrary DL value in the evaluation of M(test,train) values

does make interpretation of M(test,train) values slightly ambiguous, we feel that the tech-

nique we describe does provide some indication as to whether a training set might lead

to good training and prediction set errors, based on diversity index information.

4.8 Conclusions

This study used a Kohonen self-organizing map to investigate whether a similarity

based set generation method would lead to better QSAR models. Multiple runs using

different sets of Dragon descriptors were used to generate training, cross-validation,

and prediction sets, which were in turn used to create QSAR models. The best model

obtained by this method did improve upon the previously published model in terms of

model size. Although the actual RMSE values were not significantly better than those

published, they were consistent and exhibited a lower standard deviation over the three

QSAR sets compared to the original results. QSAR sets were also generated using a

sphere exclusion19 technique. Models generated using these QSAR sets did not show any

significant improvement in terms of statistics or model size over the published results.

When compared to the models generated using QSAR sets created by the SOM, we

noted that there was no significant improvement in the statistics of the models generated

by the sphere exclusion methods. Furthermore, the RMSE’s of the three QSAR sets

generated by the sphere exclusion method were not as consistent as those generated

by the SOM and exhibited standard deviations similar to those of the original QSAR

sets obtained by activity binning. However, the SOM did lead to models that were

significantly simpler than those generated using the sphere exclusion method or activity

binning (the published results). Randomization tests indicated that the models generated

did not arise due to chance correlations. The use of the M(test,train) diversity index

provided an indication of the Dragon descriptor set’s ability to generate good QSAR

sets which in turn lead to QSAR models.

Though the study did lead to a better model than that published, it involved a

number of arbitrary decisions such as the choice of initial descriptors to submit to the

SOM as well as choosing a specific SOM split out of several runs. The algorithm could

be substantially improved by implementing a method to optimize the threshold value so
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that classification of molecules in the SOM could be automated. Another improvement

would be in the choice of initial descriptors. Since this study was exploratory in nature,

we restricted ourselves to certain subsets of Dragon descriptors which we deemed to be

holistic in nature. That is, we chose Dragon descriptor sets that appeared to characterize

the whole molecule, rather than characterizing specific molecular features. In addition

the choice of Dragon descriptors was also guided by the fact that we did not want to use

ADAPT descriptors during the initial classification process. Clearly, there remains an

element of arbitrariness in the selection of Dragon descriptor sets. This need not be the

case and by including more or even all Dragon descriptors (followed by a PCA to obtain

the main contributing components) the initial classification might be better. In addition

though the evaluation of M(test,train) does involve an arbitrary constant, it seems that

looking at the trend rather than individual values (for fixed DL values) can be used to

make a decision on which Dragon sets could be used for further study.
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Table 4.1. Type and number of Dragon descriptors used by the SOM to
generate training, cross-validation, and prediction sets for QSAR models.

Descriptor Name No. of Descriptors References

BCUT 123 30–32

BCUT & Galvez Topological Indices 63 30–32,40–42

GETAWAY 128 43–45

MoRSE & 2D Auto Correlation 173 35–39,46,47

MoRSE & GETAWAY 223 43–47

MoRSE & WHIM 139 46–53

Table 4.2. Summary of the number of molecules present in the train-
ing, cross-validation and prediction sets. The sizes of these sets were
the same for all the Dragon descriptor subsets investigated.

Set Number of Molecules Percentage of Molecules

Training 267 80.1

Cross-Validation 32 9.6

Prediction 34 10.3

Total 333 100
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Table 4.3. Summary of the nonlinear CNN models using training, cross-validation, and
prediction sets created by the SOM and Dragon descriptor combinations.

RMSE R2

Dragon Descriptor CNN Arch. TSET CVSET PSET TSET CVSET PSET

BCUT - 2D

Autocorrelation

5–3–1 0.63 0.68 0.79 0.68 0.60 0.67

BCUT - Galvez

Topological Indices

5–3–1 0.62 0.62 0.71 0.69 0.66 0.64

GETAWAY 5–2–1 0.68 0.60 0.73 0.64 0.76 0.67

MoRSE - 2D

Autocorrelation

5–3–1 0.63 0.63 0.68 0.68 0.60 0.74

MoRSE

-GETAWAY

9–5–1 0.49 0.59 0.76 0.80 0.58 0.80

MoRSE - WHIM 6–5–1 0.60 0.61 0.65 0.75 0.78 0.64

Published Results54 10–6–1 0.45 0.49 0.66 0.84 0.78 0.64
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Table 4.4. ADAPT descriptors present in the two best nonlinear
CNN models.

MoRSE & 2D Autocorrelation MoRSE & WHIM

Descriptor Type Range Descriptor Type Range

N7CH Topo 7.0 - 28.0 V6P7 Topo 2.1 - 0.5

MOLC-8 Topo 0.6 - 2.8 WTPT-4 Topo 0.0 - 12.2

NDB-13 Topo 0.0 - 7.0 N7CH Topo 7.0 - 28.0

NAB-15 Topo 6.0 - 23.0 NDB-13 Topo 0.0 - 7.0

WPSA-3 Hybrid 17 - 57.4 MDE-23 Topo 0.0 - 28.1

RPCS Hybrid 0.0 - 8.1

Topo indicates a topological descriptor. N7CH, number of seventh order
chains index;55–57 MOLC-8, average distance sum connectivity58,59

(topological index J); NDB-13, number of double bonds; NAB-15,
number of aromatic bonds; WPSA-3, partial positive surface area
multiplied by the total molecular surface area divided by 1000;60 RPCS,
relative positive charged surface area;60 MDE-23, molecular distance
edge between primary and secondary carbons;61 WTPT-4, sum of atom
ID’s for oxygens62

Table 4.5. Comparison of R2 values for the training, cross-validation, and prediction
sets created by the SOM using Dragon descriptors.*

Training Set Cross-validation Set Prediction Set

MoRSE - 2D Autocorrelation 0.68 0.60 0.64

MoRSE - WHIM 0.75 0.78 0.67

Published54 0.83 0.78 0.64
* The models produced were CNN models. See Table 4.3 for the model architectures.
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Table 4.6. A summary of the RMSE’s for the 10–6–1 nonlinear
CNN models using five QSAR sets generated by activity binning.

Serial No. Training Set Cross-validation Set Prediction Set

1 0.45 0.59 0.81

2 0.45 0.52 0.73

3 0.44 0.63 0.95

4 0.64 0.64 1.00

5 0.67 0.61 0.95

Table 4.7. Summary of the best nonlinear CNN models generated from QSAR sets created
using the sphere exclusion algorithm.

RMSE R2

Dragon Descriptor* CNN Arch. TSET CVSET PSET TSET CVSET PSET

BCUT - 2D

Autocorrelation

9–3–1 0.55 0.54 0.87 0.74 0.78 0.33

BCUT - Galvez

Topological Indices

9–8–1 0.46 0.50 0.87 0.83 0.81 0.36

GETAWAY 8–5–1 0.56 0.56 0.63 0.75 0.80 0.67

MoRSE - 2D

Autocorrelation

9–8–1 0.49 0.53 0.68 0.81 0.82 0.68

MoRSE -

GETAWAY

8–6–1 0.52 0.58 0.64 0.79 0.84 0.67

MoRSE - WHIM 7–6–1 0.50 0.57 0.82 0.80 0.77 0.52

Published Results54 10–6–1 0.45 0.49 0.66 0.84 0.78 0.64
* The external descriptor set used by the sphere exclusion algorithm to create the training and

prediction sets
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Table 4.8. Comparison of statistics for training, cross-validation, and prediction
sets generated randomly versus sets created by the SOM using the MoRSE-WHIM
Dragon descriptor combination.*

Random Sets MoRSE - WHIM Sets

Mean RMSE Std. dev. Mean R2 Mean RMSE Std. dev R2

TSET 0.57 0.02 0.75 0.58 0.005 0.74

CVSET 0.59 0.03 0.73 0.57 0.010 0.76

PSET 0.80 0.13 0.56 0.63 0.020 0.63
* The statistics are from a nonlinear CNN model using a 6–5–1 architecture. The same

descriptors were used in both models.

Table 4.9. RMSE values for a nonlinear CNN Model* us-
ing a scrambled dependent variable using training, cross-
validation, and predictions sets created by the KSOM using
the MoRSE-WHIM Dragon descriptor combination.

Scrambled Original

Mean RMSE Mean R2 Mean RMSE R2

TSET 1.04 0.17 0.58 0.74

CVSET 1.00 0.09 0.56 0.76

PSET 0.97 0.01 0.59 0.63
* The model was generated using a 6–5–1 CNN architecture

and the ADAPT descriptors reported for the best nonlinear
model.
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Table 4.10. A summary of the RMS errors and R2 values for one hundred
runs of the best CNN architecture (6–5–1) using randomly selected ADAPT
descriptors.*

Mean RMSE Std. Dev. Mean R2 Std. Dev.

Training Set 0.81 0.09 0.47 0.11

Cross-Validation Set 0.84 0.08 0.36 0.13

Prediction Set 0.84 0.09 0.28 0.13
* QSAR sets used in these models were created by the KSOM using the

MoRSE-WHIM Dragon descriptor combination.
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A B C

Fig. 4.1. A graphical representation of the SOM after the cluster detec-
tion step using the BCUT & 2D-Autocorrelation Dragon29 descriptor subset.
Black and white squares represent the individual classes. Grids A, B and C
were obtained by setting the threshold value to 0, 1.2 and 3.6 respectively.
Grid B was used to generate the final QSAR sets for this Dragon descriptor
subset.

Fig. 4.2. A graphical representation of the dis-
tribution of whole dataset on the grid after it has
been divided into two classes based on the BCUT
& 2D-Autocorrelation Dragon29 descriptor combi-
nation. Black and white squares represent the two
different classes.
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Fig. 4.3. A plot showing the variation of D (the difference in size between major and minor
SOM classes) versus the threshold value for the SOM. In this plot the threshold value is
represented as a percentage of the maximum distance in the grid for a SOM in which the
threshold value was set to 0. The descriptor set used to generate the grids described in the
plot was the MoRSE-WHIM Dragon29 descriptor subset.
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Fig. 4.4. A diagrammatic representation of the method we use to generate QSAR sets from
the SOM classification of the whole dataset. The numbers within circles are the number of
molecules from that class that present in the specific QSAR set.
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Training Set Cross Validation Set Prediction Set

Fig. 4.5. The three diagrams represent the distribution of the QSAR sets
over the surface of the SOM. The grid was trained with the BCUT & 2D-
Autocorrelation Dragon29 descriptor combination.
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Fig. 4.6. Plot of experimental vs. predicted log IC50 for the 6–5–1 CNN model Generated
Using Training, Cross-validation, and Prediction Sets Created Using the SOM and MoRSE
- WHIM Dragon29 Descriptor Combination.
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Outlier detected by best CNN model

in this study

Published outlier for the best

pcDHFR model54

Fig. 4.7. Prediction set outliers.

Fig. 4.8. Plot of dissimilarity level vs. M(test,train) for the various Dragon29 sets studied.
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Chapter 5

Determining the Validity of a QSAR

Model: A Classification Approach

5.1 Introduction

Quantitative structure-activity relationship (QSAR) modeling is based on the

construction of predictive models using a set of known molecules and associated activity

values. Such models can be generated using a wide variety of methods ranging from linear

methods (e.g., linear regression and linear discriminant analysis) to non-linear methods

(e.g., random forests and neural networks). As described in Chapter 3, an important

step of the QSAR modeling process, irrespective of the nature of the modeling technique

used, is validation. In all cases, the predictive ability of the models are tested with a

set of molecules (the prediction set), which were not used during the model building

process. Once a model has been built and validated it can be used on data for which no

activity values are available. However, even though a model may have proved to exhibit

good predictive ability based on the statistics for the prediction set, this is not always

a guarantee that the model will perform well on a new set of data. The problem boils

down to the fact that when a model is built and validated we can compare the predicted

values to previously measured activity values. However, when the model is applied to

new data, the predicted values of the activity cannot be compared with actual values.

This leads to a problem: the training set and prediction set statistics may indicate that

the model has good predictive ability. But when we use the model to predict values

for molecules with unknown activity, how can we be sure that the predicted activity

will be close to the actual activity? If the model were able to provide some measure

of confidence for its prediction, this would be helpful. Such confidence measures (also

known as scores) can be defined for various models. Examples include confidence bands

for linear regression models and frequency based confidence measures for decision trees.

However, such measures are specific to the modeling algorithm.

This work was published as Guha, R.; Jurs, P.C., “Determining the Validity of a QSAR Model
- A Classification Approach”, J. Chem. Inf. Model., 2005, 45, 65–73.
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This chapter describes a more general approach that should be applicable to any

form of quantitative model. One possible approach is based on similarity. This is based

on the assumption that a molecule that is structurally very similar (based on some sort

of similarity metric such as atom pair1 similarity or fingerprint similarity) to the training

set molecules will be predicted well because the model has captured features that are

common to the training set molecules and is able to find them in the new molecule. On

the other hand, a new molecule with very little in common with the training set data

should not be predicted very well; that is, the confidence in its prediction should be low.

An alternative approach to linking similarity measures and model quality (defined

by residuals) is classification. In this method, the regression residuals for the training set

are classified as good or bad, and a classification model is trained with the training set

residuals. Once a trained model is obtained, we then predict the class of the prediction

set residuals. However an important requirement for this process is that we be able to

provide some measure of correctness for the predicted class assignments. Clearly this

method does not fully solve the problem, as the classification algorithm would rarely

be 100% correct. However the attractive feature of the approach discussed here is its

generality. That is, it may be applied to any type of quantitative model, whether linear

regression or a computational neural network. Furthermore, depending on how one

defines a good residual or a bad residual, the classification model may be trained to

detect unusual cases.

The fundamental decision that must be made when using the approach described

in this chapter is the actual class assignments of the training set residuals. Since the fact

that a compound is well predicted or poorly predicted is relatively subjective (except in

extreme cases), the initial assignment of classes to the training set residuals is necessarily

somewhat arbitrary. Furthermore, the nature of this class assignment defines the sizes

of the two classes and hence plays a role in the choice of classification algorithm. These

aspects are described in more detail in the following sections.

5.2 Datasets

Since one of the aims of this technique was generality, we attempted to test it on

a variety of data. We considered three datasets covering both physical and biological

properties. The first dataset was obtained from Goll et al.2 and consisted of the boiling

points of 277 molecules obtained from the Design Institute for Physical Property Data
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(DIPPR) Project 801 database. This dataset is relatively diverse but contains several

homologous series.

The second dataset consisted of a 179-compound subset of artemisinin analogues

described by Avery et al.3 We have previously developed and reported linear and CNN

models based on this dataset.4 The linear model from our previous study was used for

the purposes of this work.

The third dataset consisted of 65 molecules. This dataset contained 56 molecules

from a study carried out by Liu et al.5 The remaining 9 molecules were selected from

the literature, such that some were similar in structure to the molecules from Liu and

some were distinctly different so as to be well-defined outliers in the final linear model.

The molecules taken from Liu were all straight chain or branched hydrocarbons whereas

the remaining molecules included polycyclic systems as well as molecules containing

heteroatoms. The dependent variable in the original work was a transformation of the

boiling point defined as

y = log (266.7− BP) (5.1)

where BP was the observed normal boiling points, in degrees Kelvin, of the molecules.

Since the linear model we developed for this dataset did not use the all the molecules

described by Liu, we did not use the logarithmic transformation and instead used boiling

point values directly. The molecules and associated boiling points are shown in Table

5.1.

Each dataset was divided into a training and prediction set. The training set was

used to build a linear model, and the prediction set was used to test the models them-

selves as well as the algorithms developed for this study. In the case of the artemisinin

dataset, the same training and prediction sets that were used to develop the reported

model were used in this study. Training and prediction sets for the DIPPR dataset were

created using the activity binning method. In both cases, the training set contained

approximately 80% of the whole dataset and the remainder was placed in the prediction

set. The sets for the Liu dataset were created by hand. The training set contained 55

compounds selected from Liu, and the prediction set contained 10 compounds. Of these

10 compounds, one was taken from Liu and the remaining nine were selected from the

literature. The reasoning for this specific construction was to allow the prediction set to

contain molecules which were very dissimilar to the training set, so that the resultant

linear model would exhibit distinct outliers.
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5.3 Development of Linear Models

The first step of this study involved the development of a multiple linear regression

model for each dataset. In the case of the artemisinin dataset, we used the linear model

published by Guha et al.4 This model contained four descriptors, and the statistics of

the model are summarized in Table 5.2. Linear models for the DIPPR and Liu datasets

were developed using the ADAPT6,7 methodology described in Chapter 3. In all cases

the final linear models were subjected to a PLS analysis to ensure that they were not

overfitted. The statistics of the models for the DIPPR and Liu datasets selected by this

procedure are summarized in Tables 5.3 and 5.4. Summary statistics for all three linear

models are presented in Table 5.5.

5.4 The Classfication Approach

The aim of this study was to be able to decide whether a compound with unknown

activity will be predicted well by a previously developed model. Though we focused only

on linear regression models, the idea is general enough to be extended to other types of

quantitative models (such as neural networks, support vector machines).

Initial attempts to develop a methodology to answer the above question focussed

on evaluating a similarity measure between the new compound and the training set used

to develop the existing model and then attempting to correlate the similarity measure

with some measure of model quality. As we restricted ourselves to linear models we

considered standard error of predictions and residuals. This line of attack did lead to

the observation of some general trends. That is, compounds that were more similar to

the training set generally exhibited smaller residuals and standard error of predictions.

However, the observations were not conclusive, and the plots of the trends appeared to

be too noisy to be able to draw any firm conclusions.

We then considered a classification approach. That is, can we classify a compound

with no measured activity as well predicted or poorly predicted given a previously gen-

erated model and its associated training set? Our approach was to build a classification

model using the original training set and the descriptors used in the original model and

use this to predict the class of new compounds. The key word here is class. Before

any model can be built we must decide how to classify the training set. We decided to

consider regression residuals, as it would allow the technique to be generalized to other

types of quantitative algorithms. The training set members were classified as bad or
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good depending on whether their residuals were above or below a user specified cut-off

value. This cut-off value plays a central role as it determines the size of the two classes.

Our current strategy is to use a cut-off value obtained by visual inspection of a resid-

ual plot for the training set. The value of the cut-off was selected so that the minor

class contained approximately 20% to 30% of the whole dataset. Clearly this leads to a

highly imbalanced classification problem, but we felt that it would model a real world

application of this technique more closely than allowing the classes to be of similar size.

Alternative (non-arbitrary) methods include classifying training set members as good

or bad depending on whether some regression diagnostic (Cooks distance, Mahalanobis

distance) determined that it was an outlier. Fig. 5.1 shows the plots of residuals along

with a line at the cut-off value for the three datasets studied here. Table 5.6 summarizes

the cut-off values and associated class sizes for each dataset.

5.4.1 Classification Algorithms

Given the training set class structure, the choice of algorithm is guided by two

requirements. First, the goal is to be able to test compounds for which we have no

measured activity value. As a result, the classification algorithm must be able to pro-

duce some measure of confidence in its class predictions or else a probability of class

membership (posterior probability). In the absence of such a quantity the final output

of the classification model does not provide any more information than produced by

simply processing the new compound through the original predictive model. The second

requirement is that the algorithm must be able to handle unbalanced classes. In gen-

eral, several schemes are available that can be used to modify the standard classification

algorithms. These include over-sampling the minority class8 and under-sampling the

majority class.9 Maloof10 discusses the application of receiver operator characteristics

(ROC) analysis in comparing how various sampling strategies and cost schemes affect

classification of skewed datasets. Breiman11 describes a simple method to increase the

size of the dataset without simply repeating observations. The extra samples are termed

convex pseudo-data and the generating algorithm requires a single parameter (as op-

posed to kernel density methods). We investigated the use of this method in attempt to

improve classification accuracy.

We considered a wide variety of classification algorithms: logistic regression, par-

tial least squares (PLS), discriminant analysis, neural networks and random forests.

Random forests were first described by Breiman12 and have been used in a variety of
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QSAR applications. The original random forest algorithm was not suited for very unbal-

anced datasets, but current implementations13 use a weighting scheme which overcomes

this problem. We decided not to use this algorithm, due to the fact that it works with

large descriptor pools owing to its ability to ignore irrelevant descriptors as well as the

fact that the algorithm is resistant to overfitting. We did not want to build the classifi-

cation models with more (and different) information than was available to the original

regression models. Given that the good performance of random forest models is due to

their ability to build trees based on good descriptor subsets, restricting the descriptor

pool to four or five descriptors would probably result in lower quality random forest

models.

In the case of discriminant analysis, we investigated the use of linear and quadratic

discriminant methods. In each case, the algorithms employed were able to generate

posterior probabilities via a cross-validation scheme. As the results were quite similar we

only present the results of the linear discriminant analysis. All the algorithms mentioned

above were obtained using the R software package.14

As mentioned in the previous section, we used the descriptors from the original

regression model to build the classification model. We also investigated the use of a

similarity measure as a source of extra information. Intuitively, one would expect that a

new molecule that is similar to the molecules in the training set should be well predicted

by the regression model. Thus, in addition to classification models built only with

descriptors from the regression model we also built models that also contained a similarity

value. We chose to use the atom pair similarity described by Carhart et al.1 Atom pair

similarities are calculated between pairs of molecules. To provide a single similarity value

for each compound we calculated the average similarity value between each compound

and all the compounds in the training set.

5.5 Results

Most of the algorithms exhibited good predictive ability considering the fact that

the datasets used were not very large (especially the Liu dataset). As expected, the

neural network performed very well, with a 90% correct prediction rate on the training

set and 72% to 85% correct on the prediction set. The inclusion of the similarity values

as a descriptor did not appear to improve the results significantly.

Table 5.7 shows the confusion matrices for the training and prediction sets gener-

ated using linear discriminant analysis for the artemisinin dataset. The implementation
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used for this study allowed us to specify the prior probabilities for each class. We as-

sumed that the priors could be approximated by the class proportions. Clearly, the

very poor predictions for the minority class indicate the problem due to the imbalanced

nature of the class distributions. To try and remove the bias due to the imbalanced

nature of the problem, the model was regenerated with an over-sampled minority class.

However the results did not improve significantly. To investigate whether extra informa-

tion might improve the situation we also regenerated the model using the averaged atom

pair similarity values as an extra independent variable. We felt that this was justified

(as compared to using extra molecular descriptors) since this descriptor essentially com-

pares the molecules amongst themselves. Table 5.7 displays the confusion matrices for

the resultant model. The predictions for the good class are now 100% but members of

the bad class are mispredicted in all cases. The results for this algorithm when applied

to the DIPPR dataset give similar results. The classes assigned in this dataset are also

quite unbalanced. The confusion matrices are presented in Table 5.8. The results for the

Liu dataset (Table 5.9) are marginally better, more so for the prediction set than the

training set. This is probably due to the slightly higher proportion of the minor class in

the training set.

The results from the PLS classification scheme were not significantly better than

those obtained with LDA and in some cases worse, and as a result we omit their presen-

tation.

Table 5.10, 5.11 and 5.12 present the confusion matrices for the three datasets

generated using a neural network. The network used entropy outputs15 and thus provided

the associated probabilities with each class assignment. In all cases, the inverse of the

class proportions were used as example weights. Table 5.10 shows that the performance

for the artemisinin dataset was not very impressive. However the imbalanced nature of

the dataset does not affect the performance as much as in the case of LDA. In contrast,

the DIPPR dataset showed very good performance using the neural network methodology

as can be seen from Table 5.11. In this case, the bad class was very well predicted in

both the training and prediction sets. Finally the Liu dataset also yielded good results

(Table 5.12). In all cases, the use of average atom pair similarity as an extra independent

variable did not appear to improve results.

Table 5.13 displays the weighted success rates for all the classification methods

on all the datasets. This measure of classification success was described by Weston et
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al.16 and is defined as

w =
1
2

(
No. true positives

Total positives
+

No. true negatives
No. negatives

)
The above expression indicates that 0 ≤ w ≤ 1. As mentioned by Weston, this measure is

suitable for unbalanced classification problems. The values indicate the poor performance

of the LDA (in fact, it appears to be not much better than random) and PLS methods

and the much better performance of the neural network approach.

We also attempted to improve the classification results by using the convex

pseudo-data method described by Breiman11 to increase the size of the training sets.

We considered two approaches. In the first method, we simply extended the whole

dataset without regard to class. The new samples were placed in the training set and

the extended training sets were used to build models. In the second approach we only

extended the portion of the training set that was assigned to the bad class (essentially

increasing the size of the bad class). Though the results in some cases (PLS and LDA)

did improve to some extent, the increases in classification rates did not appear to be

significant and hence we omit them in this study.

One way to consider the performance of the models is shown in Figs. 5.2, 5.3, and

5.4. The probability for membership in the good class is plotted against the residuals

from the original linear regression model. The probabilities were obtained from the neural

network classification models. Fig. 5.2 is the plot for the prediction set of the DIPPR

dataset. Ideally one would expect that such a graph would have a cluster of points in the

upper left quadrant and a cluster in the lower right quadrant. However, in practice such

a perfect distribution is rare, although the graph does indicate the general trends. In the

lower right there is a vertical set of points with probability 1.0 that exhibit low values of

the absolute standardized residual. On the left hand side of the graph, we see a similar

set of points with probability values equal to 0.0 (indicating that they belong to the bad

class). In between these two extremes we see points that have probabilities indicating

membership to the good class. However for points with probabilities lying in the range

0.5 to 0.7 such membership is probably not conclusive, and we see that their residuals

are also midway between the two extremes. The points at the left and right edges of the

graph indicate that when the class predictions of the CNN classifier are accompanied by

high or low probabilities, the residuals from the linear regression model can be expected

to be low or high, respectively. The two anomalous points marked by red triangles

represent the misclassified cases. The one on the right was predicted as belonging to
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the good class, whereas its true membership was to the bad class, and vice versa for

the point on the right. It is not apparent why these points would be misclassified. But

more importantly, it is not clear how one might consider them misclassified without

having the actual residuals available, since in a real application we would be dealing

with observations whose actual activities are not known.

Fig. 5.3 shows the corresponding plot for the Liu dataset. As before, observations

predicted to be in the bad class and the good class (with high certainty) are located in

the upper left and lower right quadrants respectively. In this case, there is only a single

point whose membership is not absolutely certain.

Finally, Fig. 5.4 shows the plot for the artemisinin dataset. In this case the plot is

not as tight as the previous ones, with the probability values of a number of observations

indicating that membership in the good class is not very conclusive. The misclassified

observations are interesting. The one misclassified point on the left hand edge would

certainly be difficult to detect in the absence of residuals. However, the remaining two

misclassified points are more or less on the border between the two lower quadrants. In

addition they are also quite close to points that have been correctly classified. This is

indicative of the fact that membership of observations when their probabilities lie around

0.5 can inconclusive and thus one should be wary of such points.

5.6 Further Work

The methodology described here appears to perform reasonably well on the three

datasets we investigated. However, there are several features that require further study.

First, the classification approach described here is a two-class problem. We restricted

ourselves to the two-class problem for simplicity. Considering the scheme as a three-

class problem might enable the user to draw more fine-grained conclusions regarding the

validity of the results obtained from a regression model. However, increasing the number

of classes will certainly require a large dataset and even if such a dataset is used, the

unbalanced nature of the classes will require careful selection of a classification technique.

We note that the results presented in this study are dependent on the nature of the

datasets employed – specifically the distribution of residuals which is itself dependent on

the distribution of the compounds in descriptor space. However, the datasets that we

selected for testing include both physical properties for a number of congeneric series as

well as biological properties for a set of molecules containing exhibiting varying structures

and functionality. Furthermore the datasets we selected allowed us to test our techniques
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with different types of linear models. For example, the DIPPR dataset was described

by a linear model with very good statistics and very low residual values in general. On

the other hand, the artemisinin dataset was characterized by lower values of R2, high

RMSE value and a number of observations with large residuals. As a result the DIPPR

dataset presented our methodology with severely unbalanced classes whereas the class

distribution was not as skewed in the case of the arteminsin dataset. Furthermore it is

often the case that linear models for biological properties do not exhibit high quality

statistics and contain a number of outliers. Thus the use of this dataset allowed us to

test our technique in a real world scenario. Finally, the Liu dataset that was prepared

by hand allowed us to have specific observations with large residuals and thus test the

ability of the methodology to specifically detect these types of compounds. As has been

shown, our methodology appears to perform well on these varied datasets. The only

downside to the selection of our datasets is that the sizes are not as large as we would

have liked them to be. Larger datasets would allow us to experiment with more than two

classes as well as other classification schemes as discussed below. Clearly, one possible

avenue of investigation is the validation of our methodology on different (and larger)

datasets.

Modified sampling schemes like those described do not appear to improve the

results significantly. The initial assignment of classes to the training set data is a step

that could be modified, as the current approach employs an arbitrary assignment scheme.

To remove this user defined task, class assignments can be automated by the use of

regression diagnostics. However, such a scheme would then restrict the application of

this methodology to linear models only. It appears that for full generality some form of

cut-off value must be specified by the user. However, one advantage of a user- specified

cut-off value is that it allows the user to focus on a range of residual values. Coupled

with multiple (more than two) classes, this would allow the user to perform a fine-grained

analysis of the residual classes.

Of the classification techniques investigated in this study it appears that neural

networks performed the best with overall classification rates ranging from 79% to above

90% for the training set and 73% to 90% for the prediction set. The linear methods did

not appear to perform significantly better than random. Furthermore, introduction of

a similarity measure as an independent variable did not lead to improved classification

results using any of the methods.
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An alternative approach that may be considered is a Bayesian classification scheme

whereby the training set class assignments are used to build up a prior probability distri-

bution and the probability of new compounds belonging to a given class can be obtained

by sampling from the simulated distribution. Associated with each class prediction is a

probability for the membership to the predicted class. This requirement restricted our

choice of classification technique somewhat but we feel that the lack of such a posterior

probability would result in this method not being any more useful than simply recalculat-

ing the original regression model with some sort of scoring feature. The plots of posterior

probability versus residuals are a good indicator of the performance of this methodol-

ogy and also allows us to identify misclassifications in general. However, misclassified

examples that are associated with posterior probabilities around 0.5 are, in general, not

distinguishable from correctly predicted examples with similar posterior probabilities.

In such cases one would probably be justified in ignoring compounds whose class predic-

tions are borderline and rather concentrate on those compounds that are classified with

high posterior probabilities of belonging to the good or bad class.

5.7 Conclusions

This chapter describes a novel and general scheme to provide a measure of con-

fidence for the predictions from a regression model. The methodology described here

attempts to answer the following question: how well will a regression model predict the

property value for a compound that was not in the training or prediction set of the model?

That is, we have attempted to extend and unify the characterization of generalizability

for different types of QSAR models. Multiple approaches were investigated resulting in

a classification scheme in which the training set residuals were assigned to one of two

classes depending on whether they lay above or below a cut-off value. A classifier was

then built with these assignments and used to predict the class of the residual for a new

compound. The technique appears to be general enough to be applicable to any given

regression model. We investigated several classification techniques and a neural network

approach produced the best classification rates. The performance of the algorithm was

visualized by considering plots of posterior probabilities versus residuals.

Though the performance of regression models may be judged via other scoring

methods, such as confidence bands or frequency based scores, these methods are gen-

erally specific to the regression modeling technique employed. The method described

here is quite general and thus can be applied to regression models developed using linear
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regression, neural networks or random forests. Furthermore, the methodology is not

dependent on the original dataset. All that is required is the availability of the origi-

nal residuals (which is generally available in models developed with common statistical

packages). Another attractive feature is that apart from the threshold residual value,

the methodology does not require extra information such as similarity measures or new

descriptors, since it restricts itself to using the descriptors that were used in the original

quantitative model. We believe that such a parsimonious approach minimizes complex-

ity as well as user intervention. The net result of our methodology is a probability of

whether a compound (with an unknown property value) will have a high or low resid-

ual (relative to a user specified cut-off value) when processed by the regression model.

Clearly, this does not replace the use of the original quantitative model. Rather, the

methodology allows us to generate confidence measures for new compounds for any type

of quantitative regression model in the absence of the original data and in a parsimonious

manner. As a result methodology could be used as a component of a high throughput

screening process in which different regression techniques are employed in a consensus

based strategy.
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Table 5.1: Molecules and experimental boiling point values

comprising the toy dataset selected by hand from Liu et al.5

and the literature

Name BP (K) Name BP(K)

methane -164.00 2,2,3-trimethylpentane 110.00

ethane -88.60 2,2,4-trimethylpentane 99.20

propane -42.10 2,3,3-trimethylpentane 114.70

butane -0.50 2,3,4-trimethylpentane 113.40

2-methylpropane -11.70 2-methyl-3-ethylpentane 115.60

pentane 36.10 3-methyl-3-ethylpentane 118.20

2-methylbutane 27.80 2,2,3,3-tetramethylbutane 106.50

2,2-dimethylpropane 9.50 nonane 150.77

hexane 69.00 2-methyloctane 142.80

2-methylpentane 60.30 3-methyloctane 143.80

3-methylpentane 63.30 4-methyloctane 142.40

2,2-dimethylbutane 49.70 2,2-dimethylheptane 132.70

2,3-dimethylbutane 58.00 2,3-dimethylheptane 140.50

heptane 98.40 2,4-dimethylheptane 133.50

2-methylhexane 90.00 2,5-dimethylheptane 136.00

3-methylhexane 92.00 2,6-dimethylheptane 135.20

2,2-dimethylpentane 79.20 3,3-dimethylheptane 137.30

2,3-dimethylpentane 89.80 3,4-dimethylheptane 140.10

2,4-dimethylpentane 80.50 3,5-dimethylheptane 136.00

3,3-dimethylpentane 86.10 4,4-dimethylheptane 135.20

3-ethylpentane 93.50 3-ethylheptane 143.00

2,2,3-trimethylbutane 80.90 4-ethylheptane 141.20

octane 125.70 benzenea 80.10

2-methylheptane 117.60 benzoic acida 249.00

3-methylheptane 118.00 cyclohexanea 80.70

4-methylheptane 117.70 decanea 174.10

2,2-dimethylhexane 106.80 bromomethanea 3.50

2,3-dimethylhexane 115.60 propylaminea 48.00

2,4-dimethylhexane 109.40 2,3,3-trimethylhexane 131.70
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Table 5.1: (continued)

Name BP (K) Name BP(K)

2,5-dimethylhexane 109.00 pyrrolea 130.00

3,3-dimethylhexane 112.00 anthracenea 340.00

acetic acida 117.90

a
Boiling point obtained from www.chemfinder.com

Table 5.2. Statistics for the linear regression model using the
artemisinin dataset.

Description β Std. Error t P VIF

Constant -60.5625 5.2834 -11.5 2× 10−16

N7CH -0.2148 0.0134 -16.1 2× 10−16 1.6

NSB-12 0.2238 0.0238 9.4 2× 10−16 1.3

WTPT-2 27.9391 2.6136 10.7 2× 10−16 1.4

MDE-14 0.1118 0.0247 4.5 1.18× 10−5 1.5

N7CH - number of 7th order chains;17–19 NSB-12 - number of single
bonds; WTPT-2 - the molecular ID number20 considering only
carbon atoms; MDE-14 - the molecular distance edge vector,5
considering only primary and quaternary atoms.
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Table 5.3. Statistics for the linear regression model using the DIPP
dataset.

Description β Std. Error t P VIF

Constant 179.15628 2.02828 88.329 < 2× 10−16

FPSA-3 -175.87824 2.88552 -60.952 < 2× 10−16 1.6

FNSA-3 1.36298 0.01395 97.675 < 2× 10−16 1.8

RNCG-1 -0.65982 0.11676 -5.651 4.70× 10−8 1.2

RPCS-1 -0.38502 0.07294 -5.279 3.00× 10−7 1.1

FPSA-3 - partial positive surface area divided by the total molecular
surface area;21 FNSA-3 - charge weighted partial surface area divided by
the total molecular surface area;21 RNCG-1 - the difference between the
relative negative charge and the most negative charge divided by the total
negative charge;21 RPCS-1 - the positive charge analog of RNCG-1
multiplied by the difference between relative positively charged surface
area and the most positively charged surface area.21

Table 5.4. Statistics for the linear regression model using the toy
dataset.

Description β Std. Error t P VIF

Constant -381.6960 60.3677 -6.323 8.72× 10−8

EMIN-1 -43.2189 9.1003 -4.749 1.95× 10−5 1.1

EMAX-1 88.8862 10.4446 8.510 4.46× 10−11 1.5

ECCN-1 1.2717 0.1052 12.089 4.99× 10−16 1.2

SHDW-6 501.1936 136.7371 3.665 6.27× 10−4 1.2

EMIN-1 - minimum atomic estate value;22 EMAX-2 - maximum atomic
estate value;22 ECCN-1 - eccentric connectivity index;23 SHDW-6 - the
area of the molecule when projected onto the XY plane24,25
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Table 5.5. Summary statistics for the three linear models used in this study

Training Set Prediction Set

Dataset R2 RMSE R2 RMSE F statistic p value

Artemisinin 0.70 0.87 0.05 0.75 95.28 (4,156) 2.2× 10−16

DIPP 0.99 7.22 0.99 7.42 9521 (4,230) 2.2× 10−16

Toy 0.90 18.84 0.01 352.30 111.9 (4,47) 2.2× 10−16

Table 5.6. Cutoff values used for each
dataset and the resultant size of each
class

Class Size

Dataset Cutoff Good Bad

artemisinin 1.0 133 46

DIPP 1.0 213 64

toy 1.0 44 21
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Table 5.7. Confusion matrices for the linear discriminant analysis of the
artemisinin dataset with and without atom pair similarity.

Training Set Prediction Set

AP similarity excluded

Predicted

Actual bad good

bad 2 40

good 2 117

Predicted

Actual bad good

bad 0 4

good 0 14

AP similarity included

Predicted

Actual bad good

bad 0 42

good 0 119

Predicted

Actual bad good

bad 0 4

good 0 14

Table 5.8. Confusion matrices for the linear discriminant analysis of the DIPP
dataset with and without average atom pair similarity .

Training Set Prediction Set

AP similarity excluded

Predicted

Actual bad good

bad 4 50

good 4 177

Predicted

Actual bad good

bad 1 9

good 1 31

AP similarity included

Predicted

Actual bad good

bad 4 50

good 4 177

Predicted

Actual bad good

bad 1 9

good 1 31



141

Table 5.9. Confusion matrices for the linear discriminant analysis of the toy
dataset with and without average atom pair similarity .

Training Set Prediction Set

AP similarity excluded

Predicted

Actual bad good

bad 7 11

good 4 30

Predicted

Actual bad good

bad 2 1

good 3 7

AP similarity included

Predicted

Actual bad good

bad 4 14

good 4 30

Predicted

Actual bad good

bad 3 0

good 2 8

Table 5.10. Confusion matrices for the of the artemisinin dataset using a neural
network with and without atom pair similarity.*

Training Set Prediction Set

AP similarity excluded

Predicted

Actual bad good

bad 38 4

good 27 92

Predicted

Actual bad good

bad 4 0

good 3 11

AP similarity included

Predicted

Actual bad good

bad 34 8

good 46 73

Predicted

Actual bad good

bad 3 1

good 4 10
* The architecture for the CNN with atom pair similarity excluded was 4–9–1 and

with the similarity included was 5–5–1
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Table 5.11. Confusion matrices for the DIPP dataset using a neural network
with and without average atom pair similarity .*

Training Set Prediction Set

AP similarity excluded

Predicted

Actual bad good

bad 54 0

good 5 176

Predicted

Actual bad good

bad 9 1

good 1 31

AP similarity included

Predicted

Actual bad good

bad 54 0

good 5 176

Predicted

Actual bad good

bad 8 2

good 2 30
* The architecture for the CNN with atom pair similarity excluded was 4–5–1 and

with the similarity included was 5–4–1

Table 5.12. Confusion matrices for the toy dataset using a neural network and
without average atom pair similarity .*

Training Set Prediction Set

AP similarity excluded

Predicted

Actual bad good

bad 18 0

good 1 33

Predicted

Actual bad good

bad 3 0

good 2 8

AP similarity included

Predicted

Actual bad good

bad 17 1

good 2 32

Predicted

Actual bad good

bad 3 0

good 2 8
* The architecture for the CNN with atom pair similarity excluded was 4–5–1 and

with the similarity included was 5–5–1
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Table 5.13. Weighted success rates for the various classification
algorithms

Method Dataset Without Similarity With Similarity

TSET PSET TSET PSET

LDA Artemisinin 0.51 0.50 0.50 0.50

DIPP 0.52 0.53 0.52 0.53

Toy 0.63 0.68 0.55 0.90

PLS Artemisnin 0.51 0.46 0.49 0.5

DIPP 0.36 0.53 0.36 0.53

Toy 0.59 0.51 0.59 0.73

CNN Artemisinin 0.79 0.80 0.71 0.73

DIPP 0.98 0.93 0.98 0.86

Toy 0.98 0.90 0.94 0.90
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Fig. 5.1. Plots of absolute standardized residuals versus index of residual for the best
linear models developed using the training sets for each dataset, with the cutoff value
displayed. Residuals lying above the cutoff line are classfied as bad and those below as
good.
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Fig. 5.2. Plot of probability of membership to the good class versus the
absolute standardized residual for the DIPP dataset. The probabilities
were obtained from the CNN model. The prediction set portion was used
to generate the plot.
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Fig. 5.3. Plot of probability of membership to the good class versus the
absolute standardized residual for the toy dataset. The probabilities were
obtained from the CNN model. The prediction set portion was used to
generate the plot.



147

Fig. 5.4. Plot of probability of membership to the good class versus the
absolute standardized residual for the artemisinin dataset. The probabil-
ities were obtained from the CNN model. The prediction set portion was
used to generate the plot.
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Chapter 6

The Development of QSAR Models To Predict

and Interpret the Biological Activity of

Artemisinin Analogues

6.1 Introduction

Qinghao (Artemisia annua) is an herb that has been used for over 2000 years in

Chinese medicinal practice to treat fevers.1 In 1972 the active compound of this herb,

artemisinin, was isolated and was demonstrated to have significant antimalarial activ-

ity.1 This finding was significant because artemisinin is structurally very different from

the standard family of antimalarial drugs, which are based on quinine and its synthetic

analogs. Subsequent research led to derivatives1,2 of artemisinin such as artemether,

arteether and artesunate (Fig. 6.1). The artemisinin family of molecules has been ex-

tensively studied to elucidate its mechanism of action as an antimalarial and to develop

more potent and selective antimalarial agents.3–6 An essential feature of artemisinin (and

analogous molecules) activity is hypothesized to be the presence of a peroxide bridge,

which forms a bond with a high valence non-heme iron molecule, leading to generation

of free radicals.4,5

A number of QSAR studies have also been reported for prescreening of prospective

artemisinin analogs for antimalarial activity.7–15 A number of these studies10–12 have

used comparative molecular field analysis (CoMFA)16,17 as a tool to model the activity

of artemisinin analogs in terms of active site binding. CoMFA is a 3-D QSAR technique

that involves the alignment of a set of molecules in three-dimensional space. Once a

suitable alignment is obtained, a steric or electrostatic field is constructed using a probe

atom. The resultant field is then correlated with the reported activity values of the

molecules. An example of this is the work presented by Avery et al.10 in which they

considered a dataset of 211 artemisinin analogs. They performed PLS analyses of several

This work was published as Guha, R.; Jurs, P.C., “The Development of QSAR Models To Predict
and Interpret the Biological Activity of Artemisinin Analogues”, J. Chem. Inf. Comput. Sci.,
2004, 44, 1440–1449.
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CoMFA models built using a number of different training sets and a test set of 15 or 20

compounds, depending on the size of the training set. Some of the models considered

racemic compounds in the training set whereas other models excluded them. For the

former class of models the R2 values ranged from 0.82 to 0.88 with a Q2 value of 0.72.

For the latter class of models (in which the training set consisted of 157 molecules) they

obtained R2 values ranging from 0.95 to 0.96 for the training set while Q2 values ranged

between 0.68 and 0.73 during cross validation.

The goal of this study was to use the data collected by Avery et al.10 to de-

velop 2-D QSAR models using the ADAPT18,19 methodology, which is not dependent on

molecular alignments. The study resulted in two models - a linear model that focused

on the interpretation of the structure-activity relationship (SAR) present in the dataset

and a nonlinear CNN model that focused on predictive ability.

6.2 Dataset

The total dataset consisted of the 211 compounds reported by Avery et al.10 For

each molecule, the logarithm of the relative activity (referred to as log RA), defined as,

log RA = log
(

IC50 of artemisinin
IC50 of analog

)
× log

(
MWof analog

MWof artemisinin

)
was used as the dependent variable. However the dataset contained a number of enan-

tiomeric pairs. Since the ADAPT descriptors cannot differentiate between enantiomeric

molecules, the member of each pair with the lowest log RA value was removed. This

resulted in a dataset of 179 molecules. One of the challenging aspects of this dataset

was that it contained several molecules with the same log RA of -4.0. The molecules

with log RA values of -4.0 were structurally diverse, thereby making model development

a difficult task.

6.3 Methodology

The ADAPT methodology involves several steps. Though this has been described

in detail in Chapter 3, we present a short summary describing the specifics of the model

building process employed in this study.

The first step is to calculate molecular structure descriptors for the dataset. The

suite of descriptors calculated by ADAPT include geometric, topological, electronic and

hybrid descriptors. In all, 299 descriptors were calculated for each compound in the
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dataset. However, many of these descriptors were highly correlated or contained redun-

dant information. Hence, the next step involved objective feature selection in which

highly correlated and redundant descriptors were removed from the pool. Using cut-

offs of 0.80 for both the correlation and identical tests resulted in a reduced pool of 65

descriptors which was used for model development.

The molecules were divided into three sets, viz., training, cross-validation and

prediction sets using the activity binning methods described in Chapter 3. This method

resulted in the training set containing 144 molecules, the cross-validation set 17 molecules

and the prediction set 18 molecules.

After objective feature selection, predictive models were generated by using a

simulated annealing20 or genetic algorithm21 to search the descriptor space for optimal

subsets of descriptors. The optimization routines were coupled with either a multiple

linear regression routine or a computational neural network to find the best predictive

models.

6.4 Results

6.4.1 Linear Models

The best linear model consisted of the four descriptors tabulated in Table 6.1.

The first descriptor was the number of 7th order chains.22–24 A 7th order chain is a series

of seven atoms that contain at least one ring. For example, cycloheptane would have one

count of a 7th order chain. Furthermore, a molecule such as 1-methyl benzene would also

have one count of a single 7th order chain because it consists of seven atoms, six of which

form a ring. The second descriptor was the number of single bonds. The third descriptor

was a weighted-path descriptor which is based on a modification of the molecular ID

number,25 described by Randic, in which the molecular ID number is divided by the

total number of atoms in the molecule. Molecular ID numbers were designed to provide

unique identification numbers based on topological path lengths but stressing more on

local features. In data presented by Randic,25 a few general conclusions may be noted

regarding the relation between molecular ID numbers and molecular structure. In the

case of monocyclic systems, larger rings, larger chains and increased substitution (for a

given substituent) lead to higher values of the molecular ID number. Furthermore, for

bicyclic structures, equalized branches as well as substitution at carbons of lower valency

lead to higher values of the molecular ID number. In the original work,25 Randic did

not discuss the case of polycyclic molecules in depth. However, one may conclude that
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for the polycyclic structures used in this study a higher degree of branching (i.e., more

substitutions) coupled with equalized branches in the ring system will lead to a higher

value of the molecular ID number.

The final descriptor used in the model was a molecular distance edge vector,26

denoted by λ. The MDE-14 descriptor is defined as the geometric mean of the topological

path lengths between primary and quaternary carbons. As a result, one may view

this descriptor as characterizing the side chains extending from the main body of a

branched molecule. Thus the descriptor may also be correlated to molecular volume.26

Consequently, molecules with a higher number of rings, longer side chains along with

more substitution in the cyclic region will generally have higher values of MDE-14. As

described in Liu et al.,26 the descriptor provides good discrimination between structural

isomers in a homologous dataset. Table 6.2 shows the maximum and minimum values

for all descriptors in the best linear model.

The statistical details of this model are reported in Table 6.1. All the values of

the t-statistic are significant, with low p-values, which confirms the significance of each

descriptor. The F -statistic (on 4 and 157 degrees of freedom) for this model is 87.1

(compared to the critical value of 2.42 at the 0.05 level of significance) with a p-value of

less than 2 × 10−16. The lowest partial F -value for the coefficients was 20.5 (compared

to a critical value for the F distribution with 1 and 157 degrees of freedom of 3.90 at the

0.05 level of significance). Furthermore, the variance inflation factors are all less than

1.6, which indicates the absence of multicollinearities in the model. Thus the model is

statistically valid. The root mean square error (RMSE) for the training set was 0.86 (R2

= 0.68) and the RMSE for the prediction set was 0.78 (R2 = 0.77). Fig. 6.2 shows a

fit plot of observed versus calculated log RA values. As can be seen from Fig. 6.2 there

are several apparent outliers including a group of molecules having an observed log RA

of -4.0, which are not well predicted. To detect outliers, and to investigate whether the

latter molecules were behaving as outliers or simply as leverage points, a least trimmed

squares27 (LTS) regression algorithm was employed using the R software package.28 We

used LTS rather than the usual least squares regression to detect outliers due to the more

robust nature of the LTS algorithm (it is resistant to non-normal error distributions).

As a result, it is able to differentiate between leverage points and true outliers to a

better extent than ordinary least squares regression. Using the LTS model, a plot of the

standardized residuals versus observation was generated. Fig. 6.3 compares the plots of

the standardized residuals versus the indices of the training set observations, for the least

squares and LTS models. As is evident from the LTS residuals plot, three observations
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appear to be distinct outliers with an additional two being borderline. The structures of

the five molecules considered to be outliers by LTS regression are shown in Fig. 6.4. It

is interesting to note that, in general the group of molecules with log RA values of -4.0

are not considered as outliers by the robust regression algorithm, thus demonstrating

that this model was able to characterize these molecules well. However two members

of the dataset with log RA values of -4.0 were classified as outliers. Though there are

no significant features of these two molecules that sets them apart from other members

of the group, it may be noted that in the case of the outliers the peroxide linkage is

surrounded by one or two hydroxyl groups. However it is not apparent as to how this

would cause the model to classify them as outliers. Once the outliers were detected they

were removed from the training set and ordinary least squares regression was carried

out again. Fig. 6.5 shows the results of a least squares regression in which the molecules

classified as outliers by the LTS model have been removed. The statistics of the resultant

model are improved compared to the original least squares model. The RMSE values

for the training and prediction sets are both 0.77. The R2 value for the training has

increased to 0.74 along with an F -statistic (on 4 and 152 degrees of freedom) value of

108.3 (compared to a critical value of 2.43 at the 0.05 level of significance). The lowest

partial F -value for the coefficients was 26.1 (compared to the critical value of the F

distribution on 1 and 152 degrees of freedom of 3.90 at the 0.05 level of significance).

The R2 for the prediction set using the new model was 0.77. At this point it is useful to

note that in the original work, outlier removal was not carried out. Outlier detection and

regeneration of the linear model in the current work was carried out mainly to increase

the quality of the linear model for subsequent interpretation using the PLS. That is,

linear models were investigated mainly for the purpose of providing interpretive ability

as opposed to predictive ability (which is discussed later, in the context of neural network

models).

Finally, to ensure that the linear models were not due to chance correlations,

the dependent variable for the training set (with the outliers removed) was scrambled a

hundred times and linear models were built with the randomized dependent variables.

If a true QSAR relationship exists with the real dependent variable, results for the

scrambling runs should be very poor. The average R2 for the 100 regressions was 0.02

with values ranging from 0.01 to 0.10. For the prediction set the average R2 was 0.21

with values ranging from 0.0003 to 0.68. Though a value of 0.68 does appear to be

unnaturally high it should be noted that this occurred once in one hundred randomized

runs and that the next largest R2 value was 0.30. It may also be noted that the above
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results are in close accordance to the theoretically expected value of R2 for a model built

from random variables. Thus, these results indicate that chance correlations played a

minimal role (if any) during the model development stages.

The last step in the analysis of the best linear model involved a partial least

squares (PLS) analysis to provide an interpretation of the structure-activity relation-

ships captured by the model. The technique described by Stanton29 enables one to

extract information regarding SAR trends captured by a linear model. The PLS inter-

pretation methodology is discussed in detail in Section 3.6. The PLS analysis of the

4-descriptor model was carried out with the help of the Minitab30 software package (us-

ing a leave-one-out cross validation scheme). The analysis indicated that the number of

optimal components was four, thus the model was not over-fitted. A summary of the

statistics for the 4 components is provided in Table 6.3. Table 6.4 shows the X-weights

for the four valid components. Each PLS component is a linear combination of the four

descriptors used in the model. Thus, the X-weights represent the contribution (or rela-

tive importance) of each descriptor within a given component. However, as can be seen

from Table 6.3, component 4 explains less than 0.5% of the total variance (Q2) explained

by the model and so the following discussion only considers the first three components.

From Table 6.4 it is seen that in component 1, the most highly weighted descrip-

tors are NSB and N7CH. The coefficient for NSB is positive indicating that a larger

number of single bonds is correlated with a higher activity value. On the other hand

the negative coefficient of N7CH indicates that smaller values of this descriptor are cor-

related with higher values of activity. This trend can be seen in molecules 43, 45, 47

and 51 all of which are inactive and have correspondingly high values for the descriptor

N7CH. Molecules 11, 79, 107 and 159 are relatively active and have correspondingly

small values for the N7CH descriptor. The structures of these molecules are compared in

Fig. 6.6 and their positions are marked on the score plot for component 1 (Fig. 6.7). The

feature common to the less active molecules is the fact that they all have an ether linkage

bridging the seven-member ring, whereas the more active molecules contain a peroxide

linkage. As a result of the presence of the ether linkage, the number of 7th order chains

(i.e., a contiguous series of seven atoms containing a ring structure) increases. From

Fig. 6.6 it appears that molecule 51 is similar in size to molecule 107 and thus appears

to invalidate the size trend described above. However molecule 51 does not contain

an endoperoxide group but does have a number of ether linkages. The absence of the

endoperoxide group is responsible for the low activity of this molecule, even though it

is similar in size to the active molecules shown in Fig. 6.6. This is further confirmed
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by the fact that a number of molecules in the dataset containing a peroxide linkage but

lacking the endoperoxide group showed very low activities (with log RA values around

-4.0). Since active compounds contain the endoperoxide group, this trend supports the

theory that antimalarial activity of artemisinins depends on the presence of this group

to form a high valence non-heme iron oxo species4,5 and is evidence for the fact that the

model has been able to capture an important feature of the datasets in the context of

anti-malarial activity.

The other highly weighted descriptor in component 1 is NSB, the number of

single bonds. This descriptor is very simplistic in nature and essentially characterizes

the size of the molecule. Since the weight of the descriptor in the PLS model is positive,

higher activity is correlated with a larger number of single bonds; indicating that larger

molecules will tend to have higher activity, all other factors being equal. This trend can

be seen in the log RA values for compounds 11, 79, 107, and 159 (which are generally

larger and have higher log RA values) and compounds 43, 45, 47 and 51 (which are

generally smaller due to lack of large side chains and have lower log RA values). As can

be seen from the score plot for component 1 (Fig. 6.7) the upper left (over-estimated)

and lower right (under-estimated) regions of the plot are not significantly populated.

Thus it appears that component 1 has been able to capture the majority of information

regarding the molecules. This is also confirmed by the fact that the component 1 explains

60% of the variance (out of a total of 69.7%).

A similar analysis is performed with component 2. From the score plot shown in

Fig. 6.8, it is seen that it accounts for some molecules that component 1 under-estimated.

For example, molecules 116 and 143 are predicted correctly as more active whereas

in component 1 they were under-estimated. The most highly weighted descriptors in

component 2 are NSB and WTPT-2. In contrast to component 1 NSB is now negatively

weighted indicating smaller values correlate with higher activities. This component thus

corrects for larger molecules that might not be active. As a result, it moves molecule

175 from its position in the score plot for component 1 to a position closer to the lower

left quadrant thus compensating for the over-estimation by component 1. As described

previously, the WTPT-2 descriptor essentially characterizes the branched nature of a

molecule, with the presence of larger rings, balanced branches (in the case of bicyclic

molecules), longer chains and increased substitution (for a given substituent) leading to

higher values of the molecular ID number. The molecules in the upper right quadrant

of the score plot for component 2 (Fig. 6.8), such as 91 and 92, support these trends.
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They have relatively low values for NSB. They also have higher values of the WTPT-

2 descriptor, which can be ascribed to the longer side chains. Both compounds are

relatively active. In comparison, compounds 189 and 196 have low values for the WTPT-

2 descriptor (which may be due to the absence of side chains) and are predicted as

inactive by component 2. The structures of these molecules are compared in Fig. 6.9.

In general, component 2 does not predict the inactive molecules very well (since the

lower left quadrant is relatively unpopulated) thereby demonstrating the importance of

component 2 in predicting the active compounds.

In component 3 the molecules that were not accounted for by components 1 and

2 are now correctly predicted as active (135, 185, 194 and 4) as can be seen from

the score plot of component 3 (Fig. 6.10). In addition, compound 186 is also more

accurately predicted thus correcting for the over-estimation by component 2. To some

extent, component 3 makes up for the over- or under-estimations made by components 1

and 2. For this component the most significant descriptors are WTPT-2 and MDE-14. As

mentioned previously, molecules with a higher number of rings, longer side chains along

with more substitution in the cyclic region (especially bridging carbons) will generally

have higher values of MDE-14. Taken with the positive sign of the weight for MDE-14,

we may conclude that molecules with extended side chains coupled with substitution in

the ring system (essentially, larger molecules) would exhibit higher activities, a trend

also seen with NSB in component 1. The molecules present in the upper right (133,

135 and 64) satisfy these trends and can be seen to have longer side chains as well as

increased substitution on the rings compared to the inactive molecules. The molecules

with smaller values of MDE-14 (186, 189 and 195) are predicted as inactive compounds.

The structures of these molecules are compared in Fig. 6.11.

It should be noted that a PLS analysis provides a guideline regarding the in-

terpretation of the descriptors in the model and does not provide exact quantitative

descriptions of descriptor contributions. Furthermore the analysis is restricted to the

descriptors present in the best model. In this case, best implies best statistical quality

and not necessarily the presence of meaningful descriptors.

6.4.2 Nonlinear Models

Several of the best nonlinear models selected by the genetic algorithm were ana-

lyzed rigorously in order to find the optimal neural network parameters. The four best

models were further investigated by systematically varying the network architecture.
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The results of the best four models are summarized in Table 6.5. The best model has

a 10–5–1 architecture and contains the descriptors: KAPPA-6,31–33 NDB, MOMI-4,34

N7CH,22–24 MOLC-8,35,36 WTPT-5,25 MDE-12,26 MDE-13,26 ELEC and FPSA-3.37 The

KAPPA-6 descriptor belongs to a class of descriptors termed Kier shape descriptors,

denoted by κ3. These descriptors are defined by the number of vertices and paths of

length m, (1 < m < 3) in a hydrogen depleted molecular graph. KAPPA-6 is the atom

corrected version of the κ3 descriptor and thus accounts for heteroatoms in addition to

carbons. The values of the κ3 descriptor are generally larger when molecular branching

is absent or when branching occurs at the extremities of a molecular graph and thus

this descriptor characterizes centrality of branching in a molecule.38 The NDB is sim-

ply the count of double bonds in the molecule. MOMI-4 is the ratio of the X and Y

components of the principal moment of inertia of the molecule. Thus, this descriptor

provides information about the shape of a molecule in the XY plane. WTPT-5 is a

modification of the molecular ID number25 which only considers nitrogen atoms. The

MOLC-8 descriptor is the 4th order path cluster molecular connectivity index and mea-

sures the degree of branching in a structure. The descriptors MDE-12 and MDE-13 are

the molecular distance edge vectors between primary & secondary and primary & ter-

tiary carbons respectively. The ELEC descriptor is simply the electronegativity of the

molecule. The value of electronegativity is taken as the mean of the HOMO and LUMO

energies. The FPSA-3 descriptor belongs to a class of hybrid descriptors termed CPSA37

descriptors. These combine partial charge and surface area information for a molecule

resulting in a holistic description of polar surface area features. FPSA-3 is defined as the

atom weighted partial positive surface area divided by the total molecular surface area.

It should be noted that the descriptors selected for the best CNN model are

distinct from the descriptors used in the best linear model. The reason underlying this

behavior is due to the different selection criteria that are used to include descriptors in

the respective models from the reduced pool (which was the same for both linear and non-

linear models). At the same time, one must consider the fact that different combinations

of descriptors may be equally valid in describing a SAR trend. Furthermore, since a

linear model is, by definition, restricted to capturing linear relationships, it cannot be

used to investigate subsets of descriptors which when combined non-linearly might better

describe a SAR trend. This is evidenced by using the descriptors from the best CNN

model in a linear model. The resultant residuals are very high and the predictive power

of such a model is very poor and as a result a linear model would not have considered

this subset of descriptors.
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The plot of observed versus calculated values is shown in Fig. 6.12. The RMSE

values for the training, cross-validation and prediction sets were 0.42, 0.47 and 0.76,

respectively. It is important to note that the group of compounds with log RA’s of -

4.0 have been predicted relatively well. The R2 values for the training, cross-validation

and prediction sets were 0.96, 0.94 and 0.88, respectively. To ensure that the behavior

of the model was independent of the composition of the training, cross-validation and

prediction sets the non-linear model described above was regenerated using a leave n%

out procedure. In this procedure the molecules are ranked according to values of their

activity and then grouped, the number of groups being determined from the percentage

left out. Next, an equal number of empty groups are populated by selecting molecules

from each group of the ranked dataset such that the whole range of activity is evenly

distributed across the groups. These groups are then used to create the training, cross-

validation and prediction sets. Essentially, for n groups, the first group is the prediction

set, the second group is the cross-validation set and the remaining n−2 groups constitute

the training set. These sets were then used to build and validate a CNN with a 10–5–1

architecture. In the next step, the last group was made the prediction set, the first group

the cross-validation set and the remaining groups constitute the new training set. The

CNN was rebuilt and validated using these sets. This process is repeated such that each

group acts as the prediction set once. As a result the entire dataset is predicted once.

The whole process is repeated so that each member of the dataset is predicted multiple

times and the final reported value for a molecule is the average of all the predictions for

that molecule.

In this study a leave 14% out procedure was used and repeated 3 times. Thus, each

molecule in the dataset was predicted three times and the final reported value was the

average of these predictions. The results of this procedure are summarized in Table 6.6

and a plot of the observed versus predicted values can be seen in Fig. 6.13. As can be seen

the RMSE values for the cross-validation and prediction are degraded, compared to the

original CNN model. Similar behavior is seen for the R2 values. However, the standard

deviations for these values over all the runs is quite low for the training and cross-

validation sets. indicating that the model trains consistently. However when comparing

these results to the original CNN model, only the statistics for the prediction set should

be compared. The degradation of RMSE and R2 values of the prediction set is to be

expected as the model is trained on different sets of molecules at each stage. The leave

14% out procedure used here gives us a more realistic view of the behavior of this model

when biases due to QSAR set composition are removed.



161

To further investigate the effect of QSAR set composition, a CNN model with a

10–5–1 architecture was generated using random sets (i.e., the training, cross-validation

and prediction sets were selected randomly from the dataset). The results of this model

are shown in Table 6.7. Though the RMSE and R2 values for the training and cross-

validation sets are similar to the average values for the leave 14% out based model, the

prediction set performance is significantly degraded. This observation could simply be

explained by considering that a poor combination of QSAR sets was created. However, an

alternative explanation is that due to random set generation, the full range of activities

are not properly represented in the training, cross-validation and prediction sets.

Finally to test whether the results described above could have been due to chance,

Monte Carlo runs were carried out in which the dependent variable is scrambled and mod-

els are built using the scrambled dependant variable. The architecture was maintained at

10–5–1 and the descriptors used were those found in the best nonlinear model above. As

can be seen from Table 6.8, the RMSE values increase significantly with a corresponding

decrease in the R2 values. This appears to indicate chance correlations did not play a

significant role in the results described above.

6.5 Discussion and Conclusions

This chapter presents both linear and nonlinear models to predict anti-malarial

activity for a set of 179 artemisinin analogs. The goal of the project was to create QSAR

models, which were both interpretable as well as having good predictive ability. The

linear regression model was found to be statistically valid and the PLS routine enabled

an investigation of the effects of each descriptor in the model. That is, it was possible to

isolate the action of the individual descriptors and explain specific SAR trends captured

by the descriptors.

The nonlinear models were developed based mainly on their pure predictive ability.

The non-linear model presented both superior predictive ability as well as a relatively

simple neural network architecture. Interpretation of neural network models is difficult

due to the black box nature of the neural network algorithm. Methods exists for a

probabilistic interpretation of neural network classification models.39,40 Techniques also

exist to extract rules and decision trees from CNN regression models.41,42 However these

methods do not allow for a clear interpretation of descriptor contributions, as is available

from a PLS analysis of a linear model, and are not easily combined with the ADAPT

methodology. This problem is studied in more detail, in Chapter 9, where we describe an
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approach to the interpretation of neural network models, based on the PLS interpretation

technique for linear models. Finally, randomization tests showed that the possibility of

chance correlations (if any) in the best models was low.

It may be noted that in both types of models the descriptors themselves are

not necessarily amenable to simple physical interpretation. The ADAPT methodology

seeks the most information rich subset of descriptors for a given model. In many cases

the members of the resultant subset do not have simple physical meaning, but rather

contribute information to the statistical model. That is, many descriptors calculated

by ADAPT are not designed to necessarily provide a simple physical description of a

molecule. Instead, they extract information that, in many cases, may be of a more ab-

stract (such as graph theoretical) nature but provide information about a molecule. An

attempt was made to introduce more meaningful descriptors into the models by replac-

ing some of the selected descriptors with other correlated (and physically meaningful)

descriptors from the reduced pool. In all cases, the resultant models performed poorly

in comparison to the best models reported in this work.

A direct comparison with the original work is not feasible as the model develop-

ment process in this study was different. However the results of the PLS analysis indicate

that in terms of Q2, the current linear model performs comparably to the original PLS

model using 157 docked compounds described by Avery.10 The PLS analysis was also

able to provide an interpretation of the contributions of the individual descriptors in

describing the overall activity of the majority of the molecules. One aspect of model

interpretability would be a ranking of descriptor contributions. However the PLS tech-

nique does not allow a global ranking of individual descriptors since each PLS component

is a linear combination of all the descriptors in the model. Thus such a ranking of de-

scriptor contributions is only valid within a given component. One disadvantage of the

current methodology was the inability to consider enantiomeric pairs compared to the

original work in which the CoMFA methodology was able to handle such pairs. At the

same time the current methodology does not involve the problem of alignments inherent

in the CoMFA approach and furthermore was able to avoid making any assumptions

regarding bioactive conformations.

Finally, though the linear model in this study does not exhibit significant pre-

dictive ability when compared to the models described by Avery,10 it does provide in-

terpretability. Coupled with the good predictive ability of the neural network model

developed in this study we believe that these models would perform well as rapid screen-

ing tools to uncover new and more potent anti-malarial drugs.
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Table 6.1. Statistics for the best linear regression model.

Description β Std. Error t P VIF

Constant -60.56 5.28 -11.50 2× 10−16

N7CH -0.21 0.01 -16.10 2× 10−16 1.60

NSB-12 0.22 0.02 9.40 2× 10−16 1.30

WTPT-2 27.94 2.61 10.70 2× 10−16 1.40

MDE-14 0.11 0.02 4.50 1.18× 10−5 1.50

N7CH - number of 7th order chains;22–24 NSB-12 - number of single
bonds; WTPT-2 - the molecular ID number25 considering only
carbon atoms; MDE-14 - the molecular distance edge vector,26
considering only primary and quaternary atoms.

Table 6.2. Maximum and minimum values for the descriptors used in the
best linear model and the dependant variable.

Dependent variable N7CH NSB WTPT-2 MDE-14

Maximum 1.47 36 37 2.13 19.99

Minimum -4.00 0 12 1.87 0.00
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Table 6.3. Summary of the PLS analysis for the best 4 descrip-
tor Linear model

Component X Variance Error SS R2 PRESS Q2

1 0.19 174.11 0.60 198.22 0.553

2 0.52 140.65 0.68 145.80 0.670

3 0.83 134.82 0.69 141.12 0.684

4 1.00 132.58 0.69 139.05 0.687

Table 6.4. The X-weights for the four optimal PLS components.

Component 1 Component 2 Component 3 Component 4

N7CH -0.68 -0.46 0.34 -0.47

NSB 0.65 -0.56 -0.14 -0.49

WTPT-2 0.27 0.54 0.67 -0.43

MDE-14 0.21 -0.44 0.65 0.59
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Table 6.5. A summary of the various nonlinear CNN models generated.

RMSE R2

Architecture TSET CV SET PSET TSET CV SET PSET Cost

3–2–1 0.81 0.79 0.81 0.66 0.66 0.70 0.67

7–4–1 0.90 0.89 0.80 0.49 0.48 0.76 0.51

7–5–1 0.91 0.92 0.81 0.47 0.42 0.70 0.50

10–5–1 0.96 0.94 0.88 0.42 0.47 0.76 0.44

Table 6.6. A summary of the statistics generated by a 3 round leave 14%
out procedure using the best nonlinear CNN model (10–5–1 architecture).

RMSE R2

TSET CV SET PSET TSET CV SET PSET

Mean 0.44 0.59 0.89 0.91 0.85 0.69

Std. Deviation 0.05 0.10 0.16 0.01 0.06 0.11
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Table 6.7. The results of a nonlinear CNN model (10–5–
1 architecture) using randomly generated training, cross
validation and prediction sets. The descriptors used were
the same as those for the best nonlinear CNN model.

RMSE R2

TSET CV SET PSET TSET CV SET PSET

0.41 0.53 0.68 0.93 0.91 0.81

Table 6.8. The results of a nonlinear CNN model (10–
5–1 architecture) using a scrambled dependant variable.
The descriptors used were the same as those for the best
nonlinear CNN model.

RMSE R2

TSET CV SET PSET TSET CV SET PSET

1.50 1.40 1.60 0.09 0.08 0.01
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Fig. 6.2. A plot of observed versus predicted log RA from the best linear model. The
numbered points are the molecules that were considered to be outliers in the residual plot
generated using LTS regression (see Figs. 6.3 and 6.5).
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Fig. 6.3. A comparison of standardized residuals versus indices of the training set obser-
vations using simple least squares and the more robust LTS algorithm.
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Fig. 6.5. A plot of observed versus predicted log RA after outliers detected via LTS regres-
sion have been removed.
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Fig. 6.7. The score plot for component 1.

Fig. 6.8. The score plot for component 2.
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Fig. 6.10. The score plot for component 3.
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Fig. 6.12. A plot of observed versus predicted log RA produced from the best nonlinear
CNN model using a 10–5–1 architecture.
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using the best nonlinear CNN model (10–5–1 architecture). This result was obtained by a
leave 14% out procedure which was run 3 times giving 3 predictions for each member of the
dataset. The average value was taken as the final predicted value.
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Chapter 7

The Development of Linear, Ensemble and Nonlinear

Models for the Prediction and Interpretation of the

Biological Activity of a Set of PDGFR Inhibitors

7.1 Introduction

The investigation of anti-cancer drugs has focussed on a number of targets. One

of the initial focus areas was compounds that could interfere in DNA synthesis and

function and as a result, stimulate apoptotic pathways. Such a self-destructive approach

is limited in terms of efficiacy and selectivity. An alternative approach that has been

the target of intense research is the development of compounds that are able to interfere

with cellular signal transduction mechanisms. Cell growth is one area in which signal

transduction plays a vital role. Essentially, growth factors bind to specific cell surface

receptors initiating a cascade of events which lead to activation of genes or other growth

mechanisms. An important class of growth receptors are the receptor tyrosine kinases

(RTK’s). This class of kinase is a member of a family known as protein tyrosine kinases

which transmit growth signals via a phosphorylation mechansim.1 The structures of

RTK’s consist of three parts - a ligand binding region on the cell membrane, a region

spanning the cell membrane and tyrosine kinase domains within the cell.2–4 Four main

RTK’s are known, and platelet derived growth factor receptor (PDGFR) is the RTK

that is considered in this chapter.

A large number of compounds have been investigated as putative PDGFR in-

hibitors. Examples include 1–phenylbenzimidazoles,5 arylquinoxalines,6 piperazinylquina-

zolines3 and various pyrimidine analogs.7–9 The mode of action of PDGFR inhibitors is

competition with ATP binding at the intra-cellular kinase domains. Thus, the biological

activity of prospective inhibitors can be investigated with phosphorylation assays. Much

experimental work has been carried out on this family of proteins and a number of QSAR

This work was published as Guha, R.; Jurs, P.C., “The Development of Linear, Ensemble and
Non-linear Models for the Prediction and Interpretation of the Biological Activity of a Set of
PDGFR Inhibitors”, J. Chem. Inf. Comput. Sci., 2004, 44, 2179–2189.
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studies have been carried out as well. Kurup et al.1 conducted an extensive review of

QSAR models for tyrosine kinase inhibitors (including PDGFR). All the models reported

were linear in nature and were developed using a limited number of descriptors. Shen et

al.10 developed a series of linear regression models for the set of 1- phenylbenzimidazoles

described by Palmer5 using electronic descriptors and a PLS routine to build the final

models.

This study involves the development of a set of linear as well as nonlinear models

to predict and interpret the biological activity of a set of piperazinylquinazolines investi-

gated by Pandey et al.3 The dataset consisted of 79 compounds with the biological activ-

ity reported as IC50 values. Activity values were obtained from a phosphorylation assay

with and without human plasma. The original study investigated the structure-activity

trend of these compounds experimentally, but no computational models were developed.

We note that Khadikar et al11 have reported a QSAR study using this dataset. How-

ever, their study was restricted to linear regression models using topological descriptors

only. Furthermore, they restricted themselves to using IC50 values from the assay in the

absence of human plasma. The models we present concentrate on the biological activity

values obtained from the assay in the presence of human plasma. Furthermore we present

results from linear regression models as well as nonlinear computational neural network

models. We used a wide variety of descriptors rather than restricting ourselves to any

single class. Finally, in addition to prediction, the linear model was analysed using the

PLS interpretation method to explain the structure-activity trends embodied in it.

7.2 Dataset

The dataset consisted of 79 compounds that were derivatives of 4–piperazinylquin-

azolines and were investigated for their ability to inhibit PDGFR phosphorylation.3 The

structures of these compounds have been presented by Pandey et al.3 The compounds

were evaluated for their inhibition of PDGFR phosphorylation in MG63 cells.3,12 The

assays were carried out both in the presence and absence of human plasma resulting

in two sets of IC50 values. For the purposes of this study, these were converted to

− log(IC50) values. However a number of the measurements made in the absence of

plasma were reported as < 0.004. Since this indicates that the response was possibly

below the limit of detection, these compounds would have to be ignored for the purposes

of model building, thus decreasing the size of the dataset. Hence we only considered the
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set of measurements made in the presence of human plasma thus allowing the use of all

79 compounds.

7.3 Methodology

This study used the ADAPT13,14 package to calculate descriptors and develop

QSAR models. As described previously, the ADAPT methodology allows for the devel-

opment of linear models and nonlinear models. In addition a random forest15 model was

built using the R software package.16 A brief overview of the aspects of the methodology

specific to this study are dicussed below and further details are presented in Chapter 3.

The first step was to divide the compounds into the three sets - the training, cross-

validation and prediction set (known as QSAR sets) using an activity binning method.

This resulted in a training set containing 57 compounds, a cross-validation set containing

9 compounds and a prediction set containing 13 compounds. Next, the 3-D molecular

structures were entered using Hyperchem17 and geometry optimized using MOPAC 7.01

with the PM3 Hamiltonian. After structures were optimized molecular descriptors were

calculated resulting in a total of 321 descriptors. This descriptor pool was reduced using

objective feature selection. Setting correlation and identical cutoffs of 0.75 and 0.75,

respectively, this procedure resulted in a reduced pool of 41 descriptors. This descriptor

pool was used to generate the linear and nonlinear models discussed in this chapter.

The next stage was subjective feature selection in which a simulated annealing

algorithm18 or a genetic algorithm19,20 was employed to search for optimal descriptor

subsets to build linear and nonlinear models. For both types of models a number of can-

didate models were generated. In the case of the linear regression model, the final model

selected was the one that had the lowest RMS error. In the case of the CNN models,

the set of models for descriptor subsets of a given size were analyzed more rigorously to

determine the optimal architecture. The final descriptor subset and architecture selected

was the one that had the lowest value of the cost function described in Section 3.4.2.

The random forest technique has been discussed in detail in Section 2.3.1. In

this study we did not deviate significantly from the default settings of the random forest

implementation in the R software package. We focused on the number of descriptors

randomly selected to split nodes on, and the minimum node size (that is, the minimum

number of members in a node, below which a node is not split). In general the defaults in

the R implementation of the random forest algorithm lead to good models. However, we
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performed a grid search to find optimal values of the parameters using the tune function

from the e1071 package in R.

7.4 Results

7.4.1 Linear Models

A series of linear models were developed using the genetic algorithm to search for

optimal descriptor subsets. A training set of 68 compounds was used initially. The best

model obtained was a 9-descriptor model. However, it exhibited poor regression statistics

(no t-values were greater than 3.0 and p-values for the coefficients were on the order of

0.01). Furthermore, none of the models except the 9-descriptor model were validated

when investigated using a PLS analysis. A 3-descriptor model with similar statistics but

a much lower R2 and RMSE was also investigated. One aspect of these two models, as

well as nearly all the models developed using the GA, was that three compounds (23,

83 and 90) were consistently flagged as training set outliers. Outliers were detected by

plotting studentized residuals versus the compound index for each of the linear models

developed. An example of the residual plot for the 3-descriptor model is shown in Figure

7.1. Apart from the compounds mentioned above, some models usually had one or two

other compounds which could be considered as borderline outliers. Since these borderline

compounds varied from model to model, we did not consider them further. Since the

three outliers mentioned above were found in nearly all the models that were generated,

we felt it was justified to remove them from the training pool and to reexamine the

models. Thus, the training set was reduced to 65 compounds. One common feature of

these compounds that may justify their removal is that the 6 position on the quinazoline

ring in these compounds has an ethoxy group (in the case of 83 and 90) or a hydrogen

(in the case of 23), whereas the majority of compounds have longer (bulkier) functional

groups at this position. Furthermore in the case of 83 and 90, the 7 position does have

a ring moiety at the end of the 4-membered chain and thus can be considered relatively

bulky. However as will be discussed later, such a feature (bulky groups attached to long

chains at the 6 and 7 positions on the quinazoline moiety) is characteristic of compounds

with high activity whereas these compounds have quite low values of activity. This

observation is supported to some extent by the fact that in Figure 7.1, compounds

83 and 90 are significantly more outlying than 23. The statistics of all the models

improved and most models were validated using the PLS technique (including the 9-

and 3-descriptor models mentioned previously). Since the aim of a modeling technique
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is parsimony, we chose to present the results, and an interpretation of, the 3-descriptor

model.

A plot of the observed versus predicted − log(IC50) values for the 3-descriptor

model (with training set outliers removed) is shown in Figure 7.2. The statistics of the

model are summarized in Tables 7.1 and 7.2. The ranges of the descriptors used are

shown in Table 7.3. The R2 for the model was 0.65 and the RMSE was 0.38. The value

of the F -statistic was 37.06 (on 3 and 59 degrees of freedom) compared to a critical

value of 2.76 (at the 0.05 significance level) with a p-value of 1.4 × 10−13. Finally the

variance inflation factors for all the descriptors was less than 1.6 indicating the absence

of collinearities in the model. For the prediction set the R2 was 0.38 and the RMSE

was 0.47. Though the RMSE is not significantly higher than for the training set, the

low value of R2 is influenced by the prediction set outlier noted in Figure 7.2. Removal

of this compound (55) from the prediction set resulted in a R2 of 0.84 and RMSE of

0.24. The structure of this outlier is shown in Figure 7.3. A simple comparison of the

structure of this outlier with other structures in the dataset does not reveal why it would

be predicted poorly. However the PLS analysis of this model, described below, does shed

some light on the behavior of this compound in the linear model.

The three descriptors used in the model were MDEN-23, RNHS-3 and SURR-5.

The MDEN-23 descriptor is the molecular distance edge vector21 between secondary and

tertiary nitrogens. The descriptor is defined as the geometric mean of the topological

path lengths between secondary and tertiary nitrogens. The original implementation

of this descriptor only considered carbons and can be interpreted as characterizing the

extension of side chains from the main body of a molecule.22 The characteristic feature

of the compounds in this study is that they all contain a piperazine and pyrimidine

substructure. The two substructures are connected via the nitrogen on the piperazine

group. As a result the MDEN-23 descriptor captures the linkage between the two rings.

Furthermore, a number of compounds have side groups containing secondary and (or)

tertiary nitrogens (examples include compounds 5, 32 and 54). The MDEN-23 descrip-

tor thus characterizes the “nitrogen backbone” of these compounds. For the compounds

in this study, tertiary nitrogens were generally members of cycles and all compounds

had central pyrimidine and piperazine rings. As a result, larger values of this descriptor

indicate the presence of cyclic and non-cyclic side chains containing nitrogen.
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The RNHS-3 descriptor is a hydrophobic surface area (HSA) descriptor developed

by Stanton et al.23 It is defined as

max(SA−)
∑

Hi

log P
(7.1)

where max(SA−) is the surface area of the most hydrophilic atom, Hi are the hydrophilic

constants (which are values of Wildman and Crippens24 atomic hydrophobicity constants

that are less than 0) and log P is the logarithm of the octanol-water partition coefficient.

Thus, this descriptor is a measure of the relative hydrophilic surface area of a molecule.

The presence of this descriptor in the model is not surprising considering that all com-

pounds in the study contain three or more nitrogens along with oxygens in a number of

cases.

The SURR-5 descriptor is a modification of the HSA descriptor described by

Mattioni.25 The original HSA descriptors classified atoms as either hydrophilic or hy-

drophobic using the atomic hydrophobicity constants of Wildman and Crippen.24 In the

modified version hydrophobic atoms are divided into low hydrophobic (atoms with hy-

drophobic constants between 0 and 0.4) and high hydrophobic (atoms with hydrophobic

constants greater than 0.4). The modification increases the differentiability of the HSA

descriptors and has been shown to be effective in structure-activity studies.25 SURR-5

is defined as the ratio of the atomic constant weighted hydrophobic (low) surface area

and the atomic constant weighted hydrophilic surface area. This descriptor thus char-

acterizes the various portions of the molecular surface in terms of hydrophobicity and

hydrophilicity. Absolute values greater than one indicate that the molecular surface

is mainly hydrophobic, and values less than one indicate that the molecular surface is

mainly hydrophilic.

To ensure that the results described above did not arise by chance, randomized

runs were carried out. A randomized run consisted of scrambling the dependent variable

and building the model using the same descriptors as in the original model. This proce-

dure was repeated 500 times and the average values of the R2 and RMSE were calculated

for both the training and prediction sets. It is expected that if a true structure-activity

relationship is captured by the original model, the randomized models should exhibit

lower values of R2 and higher values of RMSE when compared to the original model.

The results from our runs indicate this to be the case. The average value of R2 and

RMSE for the training set was 0.05 and 0.72, respectively. For the prediction set they

were 0.08 and 1.04, respectively. The statistics of the randomized runs are summarized
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in Table 7.4. It should be noted that in all the runs compound 55 was not removed from

the prediction set.

The 3-descriptor, linear model was then subjected to a PLS analysis to provide

an interpretation of the structure-activity relationship embodied by the model. This

technique has been described by Stanton26 and the details of the interpretation method-

ology was presented in Section 3.6. A number of examples of this technique have been

reported.22,26 The PLS analysis was carried out with Minitab27 using a leave-one-out

cross-validation scheme. The results of the PLS analysis indicated that all 3 components

were validated and thus the model was not overfit. A summary of the statistics for the

3 components are shown in Table 7.5. Table 7.6 shows the X-weights for the 3 PLS

components. The X-weights for a given component indicate the contributions of each

descriptor to that component. As can be seen, in each component one descriptor has

a very high absolute value and thus is the main contributor to that component. We

consider each component separately and use the weights and the score plots (Figures

7.4, 7.6 and 7.8) to interpret the structure-activity trend characterized by the model.

The most heavily weighted descriptor in PLS component one is SURR-5. As can

be seen, its weight is significantly higher than the other two descriptors and thus plays

an important role. Figure 7.4 shows the score plot for the first PLS component. Points in

the upper right and lower left are correctly predicted as active and inactive compounds

respectively. The structures of some representative active and inactive compounds for

this component are compared in Figure 7.5. Compounds 75, 84, 86 and 87 are regarded

as active and they are characterized by high absolute values of the SURR-5 descriptor.

From the description of the SURR-5 descriptor, this indicates that active compounds

are characterized by a large hydrophobic surface area. This is consistent with the fact

that the cell based assay used by Pandey et al.3 reports the activity of the compounds

against the kinase target modulated by their ability to pass through the cell membrane.

Clearly, compounds with a higher proportion of hydrophobic surface area would have

a better ability to enter the cell. Component 1 does not under-predict any compounds

as shown by the empty upper left corner. However, compounds 11, 21, 30 and 55 are

over-predicted by this component. An interesting point to note is that compound 55

which was a significant outlier in the linear model (and is also an outlier in the nonlinear

CNN model) has a high absolute value of the SURR-5 descriptor but has a low observed

activity (-0.39 − log(IC50) units). As a result this compound does not follow the general

structure-activity trend for the SURR-5 descriptor. As will be shown in the results for the

random forest, the SURR-5 descriptor is a very significant descriptor. Since 55 does not
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follow the trend for this descriptor this explains to some extent its position as an outlier.

Compounds 50, 91 and 93 are predicted correctly as inactive and are characterized

by low absolute values of the SURR-5 descriptor. Considering the structures shown

in Figure 7.5 it is clear that the piperazinylquinazoline backbone is common to both

active and inactive structures. The active structures shown (as well as in nearly all

the active compounds for this component) all have a bulky hydrophobic group linked

to the 7 position on the quinazoline ring. However, compound 50 has a piperazine

ring linked to the 7 position but exhibits a low activity. This can be understood by

considering the molecular surfaces. Figures 7.9, 7.10 and 7.11 show molecular surfaces

for compounds 75, 93 and 50 colored by hydrophobicity values, drawn using PyMOL.28

Blue regions indicate areas of high hydrophilicity and red regions indicate areas of high

hydrophobicity. The bulky piperidine group in 75 is largely hydrophobic compared to

the trimethyl amine group in 93 which has a distinct hydrophilic center. In light of

these observations, the surface of 50 shows that the amide center on the piperazine ring

creates a large hydrophilic center and thus is similar in this respect to 93. One would

thus expect that activity would be improved by having bulky groups without hydrophilic

centers connected to the 6 or 7 position on the quinazoline ring.

The most heavily weighted descriptor in PLS component 2 is MDEN-23. Figure

7.6 shows the score plot for the second PLS component. Compounds predicted correctly

as active (8, 18 and 19) exhibit very high values of this descriptor whereas compounds

predicted correctly as inactive (54, 66, 94 and 100) exhibit smaller values. Large

values of this descriptor are characterized by a larger number of longer paths between

secondary and tertiary nitrogens. This may be indirectly interpreted as a count of

nitrogens. Pandey et al.3 mention that in several cases removing basic groups (such

as secondary amines in this case) greatly reduces potency. Thus, larger numbers of

secondary nitrogens would enhance the activity of potential inhibitors. Another aspect

of this descriptor that has been described previously is that it may be interpreted, in the

case of the current dataset, as an indicator of nitrogen containing rings separated by long

paths. This would imply that compounds with large cyclic side chains connected to the

backbone via long chains would exhibit higher values of this descriptor. The structures

of some of the active and inactive compounds are shown in Figure 7.7. It is evident

that the active compounds have bulky nitrogen containing side groups on the phenoxy

ring. In the case of the compounds shown here it is an indole group. In the case of the

inactive compounds these are absent. This confirms the observations made by Matsuno29

and Pandey3 that bulky hydrophobic side groups along with electron donating centers
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enhance activity. However, 54 does appear to be anomalous in that it does contain a

relatively hydrophobic side group (attached to the quinazoline ring) yet is inactive.

Once again the importance of the SURR-5 descriptor is evident as the second

component under-predicts a large number of active compounds which were correctly

predicted by component 1. However, component 2 corrects for the over-prediction of

some of the compounds from component 1. As can be seen from the score plot in Figure

7.6, compounds 11, 21, 30 and 55 are now shifted towards the lower left. Thus, this

component compensates for the over-prediction of these compounds by component 1 by

taking into account bulky hydrophobic groups attached to the phenyl ring. It should be

noted that though 55 is predicted relatively better in this component than the previous

one, it is still midway between the two lower quadrants. However, it does follow the trend

for the MDEN-23 descriptor (i.e., lower values indicate lower activities) better than for

the SURR-5 descriptor

Finally, we consider PLS component 3. Table 7.5 shows that the increase in R2

gained by adding component 3 to the model is only 0.01. Thus, it is expected that this

component will not be able to explain any significant structure-activity trend described

by the most heavily weighted descriptor (RNHS-3). As can be seen from the score plot

(Figure 7.8), this component does not predict any low activity compounds. Furthermore

the under-predicted compounds (93 and 91) have already been correctly predicted as

inactive by component 1 and the over-predicted compounds in the lower right corner

were also correctly predicted as moderately inactive by components 1 and 2. However

this component does contribute to the structure-activity relationship to some extent by

correctly predicting compounds 47 and 96 as active whereas they were under-predicted

by component 2.

Combining the two main trends discussed in this section, we see that there is a

competition between a requirement for bulky hydrophobic side groups and higher num-

bers of nitrogens (which create hydrophilic centers). The fact that component 1 explains

the majority of the structure-activity trend implies that the latter requirement plays

a stronger role. Thus it may be expected that compounds with a piperazinylquinazo-

line backbone would exhibit increased activity by having bulky hydrophobic nitrogen

containing groups attached to the phenyl moiety as well as at the quinazoline moiety.

Furthermore, bulk may be increased at the quinazoline moiety by attaching side groups

at both the 6 and 7 positions. This would imply that the groups would have to be bonded

by relatively long paths to the 6 and 7 positions to avoid steric hindrance. Assuming that

the linker groups contain nitrogen, this would result in larger values of the MDEN-23



192

descriptor for those compounds. And as has been shown, large values of this descriptor

correlate with higher activities.

As noted before, this dataset had been studied by Khadikar11 who developed

a set of linear regression models. However their methodology differed significantly in

that they used the compounds with reported activities in the absence of human plasma.

As a result this restricted the size of the dataset. Furthermore the linear models were

developed after removing 10 compounds from the already reduced dataset. Finally,

their models were developed using a stepwise linear regression technique which is not

necessarily an efficient way to search for optimal descriptor subsets.30,31 The best linear

model reported in this work exhibits a lower value of R2 than the corresponding 3-

descriptor model reported by Khadikar. However, considering the fact that this statistic

is well known to be misleading, and the fact that we used a larger dataset, we believe

that the lower value of R2 for our model does not detract from its main utility as an

interpretive model. Furthermore, the descriptors present in our best linear model allow a

clear interpretation of the structure-activity trend which confirms observations made by

Pandey et al.3 The topological descriptors present in the model described by Khadikar

do not lend themselves to a detailed interpretation.

7.4.2 Nonlinear CNN Models

Nonlinear CNN models were developed by using the CNN routine as the objective

function for the genetic algorithm. The full training set of 57 compounds was used. For

a given CNN architecture the descriptor space was searched for subsets that lead to

CNN models with low values of the cost function described in Section 3.4.2. Once a

number of suitable subsets were found, the number of hidden layer neurons were varied

to determine the optimal CNN architecture. This procedure resulted in a 7–3–1 CNN

model. The statistics of the model are given in Table 7.7. A comparison of the statistics in

Tables 7.7 and 7.2 clearly indicate the improved performance of the nonlinear CNN model

compared to the linear model. The seven descriptors present in the model are N5CH,32–34

WTPT-3,35 WTPT-4,35 FLEX-4, RNHS- 3,23 SURR-523 and APAVG. It should be noted

that two of the descriptors (RNHS-3 and SURR-5) are also present in the best linear

model. N5CH is the number of 5th order chains which are defined as a sequence of 5

atoms containing a ring. This definition thus includes 5-membered rings, 4-membered

rings with a methyl side chain and a 3-membered ring with an ethyl side chain. The

WTPT descriptors are based on Randic’s molecular ID and are termed weighted path
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descriptors. They combine features of connectivity indices32–34 and path counts and

are independent of molecular geometry. WTPT-3 considers all weighted paths starting

from any heteroatom and WTPT-4 considers weighted paths starting only from oxygen

atoms. The FLEX-4 descriptor characterizes conformational flexibility. More specifically

this descriptor evaluates the fractional mass of the rotatable atoms. RNHS-3 and SURR-

5 have been described previously. Finally, the APAVG descriptor is based on atom pairs

as defined by Carhart et al.36 The atom pair method describes molecular features by

considering pairs of atoms together with the path between them. As a result, a given

molecule will have a set of atom pair strings which contain the start and end atom types

and the path length between them. These atom pair strings can be hashed to give a

32 bit number which have been used as a similarity measure. APAVG is defined as the

average of the atom pair hash values.

Figure 7.12 shows a plot of the predicted versus observed − log(IC50) values from

the CNN model. It is encouraging to see that the performance of the nonlinear model

was very good on the training set as shown the RMSE and R2 values. The plot is also

substantially less scattered than the corresponding plot for the linear model. As noted

on the plot, there are two possible prediction set outliers. When compound 55 was

removed from the prediction set and the remaining compounds were processed by the

model, the R2 value for the prediction set rose to 0.72 and the RMSE decreased to 0.27.

As in the case of the linear model, the nonlinear CNN model was also tested for

random correlations. As before, the dependent variable was scrambled and the CNN

model rebuilt. The procedure was repeated 100 times and the averages of the RMSE

and R2 values are reported in Table 7.8. As can be seen the average RMSE is more

than triple that of the original runs. The average values of R2 are also very poor. These

results indicate that chance played very little role in the performance of the CNN model.

7.4.3 Random Forest Model

The linear and nonlinear models presented so far have two descriptors in common,

RNHS-3 and SURR-5. We also note that using the genetic algorithm resulted in a large

number of linear and nonlinear models which contained these descriptors. SURR-5

was present in more than 90% of the models evaluated. Clearly, this descriptor must

be information rich. The role played by this descriptor in the linear model has been

analyzed using PLS and was described above.
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We built a random forest model to investigate whether it would provide any

further information regarding the importance of descriptors, specifically SURR-5. As

mentioned previously random forest parameters were tuned using a grid search and the

final forest was built with 500 trees, a node size of 5, and 13 descriptors were used at each

split point. The model was built using all the compounds in the dataset and the entire

reduced pool of 41 descriptors. The predictive ability of this model was not significantly

better than the linear regression or nonlinear CNN models. However our main focus

was on the importance ascribed to specific descriptors by the random forest model. The

procedure by which descriptor importances are obtained from a random forest model has

been described in Section 2.3.1. Figure 7.13 shows a plot of descriptor importance (only

the 10 most important descriptors are shown, ranked in decreasing order of importance).

It is clear that SURR-5 is deemed to be the most important descriptor. Interest-

ingly, RNHS-3 and MDEN-23 are ranked relatively low. Furthermore, the PLS analysis

indicated that for the linear regression model, MDEN-23 was able to account for more

of the structure-activity trend compared to RNHS-3. From Figure 7.13 it is clear that

the increase in MSE is not very large in going from MDEN-23 to RNHS-3. At the same

time it should be noted that the algorithms underlying PLS and random forests are

substantially different. Most importantly, the random forest is working with the whole

reduced pool (41 descriptors) and thus it is able to compare and contrast more descriptors

than considered in the PLS analysis. Thus a relationship detected by a PLS analysis

will not necessarily show up in a random forest. However it is encouraging that the

most important descriptor from the random forest model describes the majority of the

structure-activity trend in the PLS analysis. We also note that the CNN model contains

the two most important descriptors, as identified by the random forest. Furthermore

the remaining descriptors in the CNN model are present in the top 20 descriptors, as

measured by the random forest. This is not surprising as the CNN model is built by

allowing the GA to search for the best 7-descriptor subset from the whole, 41-descriptor,

reduced pool. Once again, a direct correspondence between descriptors is not expected

due to the different algorithms underlying the respective models.

The above discussion indicates the relative importance of the SURR-5 descriptor

in both linear and nonlinear models. Since SURR-5 describes the hydrophobicity of a

surface we investigated its relation to the log P values of the compounds. The log P

values were calculated using a fragment based approach developed by Mattioni for the

HSA descriptors mentioned earlier. A scatter plot of log P versus SURR-5 for the dataset

showed no distinct correlations (R2 = 0.17). We also made scatter plots of log P versus
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the other descriptors, and none of them showed any correlations (R2 ranging from 0.01

to 0.20) except in the case of RNHS-3. However this is to be expected as the functional

form of this descriptor includes the log P value of the compounds.

We also investigated whether the most important descriptors from the random

forest model would lead to good linear or CNN models. We evaluated a regression model

and carried out a PLS analysis using the top three descriptors but the RMSE and R2

were poorer than those reported for the best linear model. Even though the PLS analysis

validated all 3 descriptors, the total R2 explained was less than for the best model. The

descriptors were also used in CNN models. Three architectures were investigated, 3–2–1,

3–3–1 and 3–4–1. However none of the models performed significantly better than the

reported model.

7.5 Conclusions

The results presented in this chapter indicate that the linear regression and CNN

models developed during this study, exhibit interpretability as well as predictive ability.

Though the linear model was developed mainly for purposes of structure-activity inter-

pretation, removal of one prediction set outlier improved its predictive ability drastically.

The application of a PLS analysis allows for the interpretation of the structure-activity

trends embodied in the model. The interpretation clearly indicates the importance of

the hydrophobic surface area descriptor, SURR-5. This is also confirmed by the random

forest model which provides a measure of descriptor importance. The model ranked

SURR-5 as the most important descriptor. However, the other descriptors in the lin-

ear are also relatively important with respect to the whole descriptor pool. The main

conclusions from the PLS interpretation indicate bulky hydrophobic groups and nitro-

gen centers increase activity. These observations have been made experimentally, thus

supporting our theoretical model. As noted before, these two trends compete against

each other. However, the PLS and random forest results also indicate the relatively

more important role of hydrophobic groups. The CNN model was developed primarily

for predictive ability as such models are generally not amenable to interpretation.22 It

exhibited good statistics for both training and prediction. Furthermore it also contained

the top two descriptors, as identified by the random forest, including SURR-5, once again

underlying the importance of this descriptor to the structure-activity relationship.

An interesting extension to this work would be to develop a 3-D QSAR model

using CoMFA37,38 which would allow a more detailed view of the specific interactions that
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are described by our 2-D models. The predictions described in the preceding sections

are based on the correlation of molecular descriptors to experimental activity and thus

may be considered relatively abstract. That is, the 2-D methodology we employ cannot

provide a direct view of the binding between these compounds and the PDGF receptor,

and hence inhibitory activity. This implies that any conclusions made on the basis

of our models are oriented towards the activity value rather than activity mechanism

(via binding features). A 3-D method such as CoMFA would allow for a more direct

understanding of the interactions of the compounds considered here with the PDGF

receptor. In addition, a CoMFA model would allow for the prediction of binding energies.

Combined with a systematic modification of the side groups at the 6 and 7 positions in-

silico, this would allow not only confirmation of the experimental data described here,

but could also be used as a stepping stone to the synthesis of more potent inhibitors.

The fundamental requirement for such a study would the crystal structure of PDGFR.

The crystal structures of tyrosine kinase receptors related to the PDGF receptor have

been reported39,40 though we are not aware of crystal structures of the PDGF receptor

specifically. Using 3-D structures based on homology modeling would possibly allow the

initial development of a binding model for this receptor and the compounds described

here.

In summary this work resulted in the development of 2-D QSAR models which

are able to provide a detailed interpretation of the structure-activity relationship for the

PDGFR inhibitors studied as well as a predictive model which could conceivably be used

as a screening tool for analogous compounds.
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Table 7.1. The regression statistics for the best linear regression model.

Descriptor β Standard Error t P VIF

Constant 0.50529 0.0499 10.129 1.59× 10−14

MDEN-23 0.13957 0.0516 2.703 8.97× 10−3 1.23

RNHS-3 0.23205 0.0501 4.576 2.49× 10−5 1.26

SURR-5 -0.43415 0.0529 -8.19 2.56× 10−11 1.12

MDEN-23 - molecular distance edge vector between secondary and tertiary
nitrogens;21 RNHS-3 - relative hydrophilic surface area23 defined as the
product of the sum of the hydrophilic constants and surface area of the
most hydrophilic atom divided by overall log P ; SURR-5 - the ratio of
atomic constant weighted hydrophobic (low) surface area to the atomic
constant weighted hydrophilic surface area23,25

Table 7.2. A summary of overall statistics for the best
linear regression model.

Number of Molecules RMSE R2

Training set 65 0.38 0.65

Prediction set 13 0.47 0.38

Table 7.3. Ranges of the descriptors used in
the best linear regression model.

Descriptor Maximum Minimum Mean

MDEN-23 7.466 1.784 2.796

RNHS-3 -1.637 -37.726 -4.752

SURR-5 -1.633 -4.423 -3.180
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Table 7.4. The average statistics for the training and prediction set
predictions made by 500 randomized models.

R2 RMSE

Mean Std. Deviation Mean Std. Deviation

Training Set 0.05 0.04 0.72 0.03

Prediction Set 0.08 0.11 1.04 0.12

Table 7.5. A summary of the statistics from the PLS analysis
of the best 3-descriptor linear model.

Component X Variance Error SS R2 PRESS Q2

1 0.51 14.80 0.52 16.67 0.45

2 0.78 12.11 0.60 13.43 0.56

3 1.00 12.07 0.61 13.27 0.56

Table 7.6. The weights for the 3 validated components from
the PLS analysis of the 3-descriptor linear model.

Descriptor Component 1 Component 2 Component 3

MDEN-23 -0.16 0.93 0.30

RNHS-3 0.55 -0.17 0.81

SURR-5 -0.82 -0.29 0.48
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Table 7.7. The statistics for the best nonlinear CNN model.

Number of Molecules RMSE R2

Training Set 57 0.22 0.94

Cross Validation Set 9 0.21 0.90

Prediction Set 13 0.32 0.61

Table 7.8. Summary of the statistics for the training, cross-validation and
prediction sets from randomized runs using the best CNN model*.

R2 RMSE

Mean Std. Deviation Mean Std. Deviation

Training Set 0.10 0.19 0.71 0.11

Cross-validation Set 0.10 0.23 0.96 0.14

Prediction Set 0.01 0.10 1.11 0.14
* The architecture used was 7–3–1
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Fig. 7.1. A plot of the studentized residuals from the 3-descriptor linear
model with outliers marked.
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best linear model after training set outliers were removed. The annotated
point represents a prediction set outlier.
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in − log(IC50) units are provided within brackets.
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Fig. 7.9. Molecular surface plot of 75, colored by hydrophobicity values
(blue is most hydrophilic and red is most hydrophobic).
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Fig. 7.10. Molecular surface plot of 93, colored by hydrophobicity values
(blue is most hydrophilic and red is most hydrophobic).
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Fig. 7.11. Molecular surface plot of 50, colored by hydrophobicity values
(blue is most hydrophilic and red is most hydrophobic).
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Fig. 7.12. A plot of the observed versus predicted − log(IC50) values
for the best nonlinear CNN model. The annotated points are possible
prediction set outliers.
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Fig. 7.13. A variable importance plot generated from the random forest
model built using the reduced descriptor pool with no compounds excluded
from the training or prediction set.*
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* SURR-5 - the ratio of atomic constant weighted hydrophobic (low) surface
area to the atomic constant weighted hydrophilic surface area;23,25
WTPT-3 - sum of path lengths starting from heteroatoms;35 RNH-3 - sum
of hydrophilic constants divided by the value of log P;25 MOLC-8 -
path-cluster of length 4 molecular connectivity index;41 WTPT-5 - sum of
path lengths starting from nitrogen;35 THWS-1 - total hydrophobic
weighted surface area25 defined as the sum of the product of atomic log P
values and hydrophobic atom surface areas; WNHS-2 - surface weighted
hydrophilic surface area25 defined as the product of the hydrophilic surface
area multiplied by the total molecular surface area divided by 1000;
RNHS-3 - relative hydrophilic surface area23 defined as the product of the
sum of the hydrophilic constants and surface area of the most hydrophilic
atom divided by overall log P; 2SP3-1 - the number of sp3 carbons bound
to two other carbons; MDEN-23 - molecular distance edge vector between
secondary and tertiary nitrogens21
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Chapter 8

Interpreting Computational Neural Network QSAR

Models: A Measure of Descriptor Importance

8.1 Introduction

Computational neural networks (CNNs) are an important component of the QSAR

practitioner’s toolbox for a number of reasons. First, neural network models are gener-

ally more accurate than other classes of models. The higher predictive ability of CNNs

arises from their flexibility and their ability to model nonlinear relationships. Second, a

variety of neural networks are available depending on the nature of the problem being

studied. One can consider classes of neural networks depending on whether they are

trained in a supervised manner (e.g., back-propagation networks) or in an unsupervised

manner (e.g., Kohonen map1).

Neural network models also have a number of shortcomings. First, neural network

models can be over-trained. Thus, it is frequently the case that a neural network model

will have memorized the idiosyncrasies of the training set, essentially fitting the noise.

As a result, when faced with a test set of new observations, such a model’s predictive

ability will be very poor. One way to alleviate this problem is the use of cross-validation

and use of root mean square errors (RMSE) for characterizing the preformance of the

CNN with the training, cross-validation, and prediction set’s as described in Chapter

2. A second drawback is the matter of interpretability. Neural networks are generally

regarded as black boxes. That is, one provides the input values and obtains an output

value, but generally no information is provided regarding how those output values were

obtained or how the input values correlate to the output value. In the case of QSAR

models, the lack of interpretability forces the use of CNN models as purely predictive

tools rather than as an aid in the understanding of structure property trends. As a

result, neural network models are very useful as a component of a screening process.

But the possibility of using these models in computationally guided structure design is

This work was published as Guha, R.; Jurs, P.C., “Interpreting Computational Neural Network
QSAR Models: A Measure of Descriptor Importance”, J. Chem. Inf. Model., 2005, 45, 800–806.
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low. This is in contrast to linear models, which can be interpreted in a simple manner

as has been shown in Chapters 6 and 7.

A number of reports in the machine learning literature describe attempts to ex-

tract meaning from neural network models.2–7 Many of these techniques attempt to

capture the functional representation being modeled by the neural network. In a num-

ber of cases, these methods require the use of specific neural network algorithms8,9 and

so generalization can be difficult.

Interpretation can be considered in two forms, broad and detailed. The aim of

a broad interpretation is to characterize how important an input neuron (or descriptor)

is to the predictive ability of the model. This type of interpretation allows us to rank

input descriptors in order of importance. However, in the case of a QSAR neural net-

work model, this approach does not allow us to understand exactly how a specific input

descriptor affects the network output (for a QSAR model, predicted activity or prop-

erty). The goal of a detailed interpretation is to extract the structure-property trends

from a CNN model. A detailed interpretation should be able to indicate how an input

descriptor for a given input example correlates to the predicted value for that input.

This chapter focuses on a method to provide a broad interpretation of a neural network

model. A technique to provide a detailed interpretation is described in the next chapter.

8.2 Methodology

In this study we restrict ourselves to the use of 3-layer, fully-connected, feed-

forward computational neural networks. Furthermore, we consider only regression net-

works (as opposed to classification networks). The input layer represents the input

descriptors, and the value of the output layer is the predicted property or activity.

The neural network models considered in this work were built using the ADAPT10,11

methodology which uses a genetic algorithm12,13 to search a descriptor pool to find the

best subset (of a specified size) of descriptors that results in a CNN model having a

minimal cost function. This methodology has been discussed in detail in Chapters 2 and

3. The broad interpretation is essentially a sensitivity analysis of the neural network.

This form of analysis has been described by So and Karplus.14 However, the results of

a sensitivity analysis have not been viewed as a measure of descriptor importance. It

should also be pointed out that the idea behind sensitivity analysis is also the method

by which a measure of descriptor importance is generated for random forest models.15,16
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The algorithm we have developed to measure descriptor importance proceeds in

a number of steps. To start, a neural network model is trained and validated. The

RMSE for this model is denoted as the base RMSE. Next, the first input descriptor is

randomly scrambled, and then the neural network model is used to predict the activity of

the observations. Because the values of this descriptor have been scrambled, one would

expect the correlation between descriptor values and activity values to be obscured. As

a result, the RMSE for these new predictions should be larger than the base RMSE. The

difference between this RMSE value and the base RMSE indicates the importance of the

descriptor to the model’s predictive ability. That is, if a descriptor plays a major role

in the model’s predictive ability, scrambling that descriptor will lead to a greater loss

of predictive ability (as measured by the RMSE value) than for a descriptor that does

not play such an important role in the model. This procedure is then repeated for all

the descriptors present in the model. Finally, we can rank the descriptors in order of

importance.

An alternative procedure was also investigated; it consisted of replacing individual

descriptors with random vectors. The elements of the random vectors were chosen from

a normal distribution with mean and variance equal to that of the original descriptor.

The RMSE values of the model with each descriptor replaced in turn by its random coun-

terpart was recorded as described above. We did not notice any significant differences

in the final ordering of the descriptors compared to the random scrambling experiments.

In all cases the most important descriptor was the same. In two of the datasets the only

difference occurred in the ordering of two or three of the least significant descriptors.

8.3 Datasets and Models

To test this measure of descriptor importance we considered a number of datasets

that have been studied in the literature. In two cases, linear regression models had been

built and interpreted using the PLS scheme described by Stanton.17 In all cases neural

network models were also reported, but no form of interpretation was provided for these

models, as they were developed primarily for their superior predictive ability.

We applied the descriptor importance methodology to these neural network mod-

els and compared the resultant rankings of the descriptors to the importance of the

descriptors described by the PLS method for the linear models. It is important to note

that the linear and CNN models do not necessarily contain the same descriptors (and

indeed may have none in common). However, since both types of models should capture
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similar structure-property relationships present in the data, it is reasonable to expect

that the descriptors used in the models should have similar interpretations. Due to the

broad nature of the descriptor importance methodology, we do not expect a one-to-one

correlation of interpretations of the linear and nonlinear models. However, the correla-

tion does allow us to see which descriptors in a CNN model are playing the major role

and by comparison with the interpretations provided for the linear models allows us to

confirm that this method is able to capture descriptor importance correctly.

We considered three datasets. The first dataset consisted of a 147-member subset

of compounds whose measured activity was normal boiling point. The whole dataset con-

tained 277 compounds, obtained from the Design Institute for Physical Property Data

(DIPPR) Project 801 database, and it was studied by Goll and Jurs.18 Although the

original work reported linear as well as CNN regression models we generated new linear

and nonlinear models using the ADAPT methodology19,20 and provide a brief interpre-

tation for the linear case, using the PLS technique,17 focusing on which descriptors are

deemed important. The second dataset consisted of 179 artemisinin analogs. These were

studied using CoMFA21 by Avery et al.22 The measured activity was the logarithm of the

relative activity of the analogs (compared to the activity of artemisinin). This dataset

has been discussed in Chapter 6 where it was used to build linear and nonlinear models

using a 2-D QSAR methodology. An interpretation of the linear model using the PLS

technique was also presented. The third dataset consisted of a set of 79 PDGFR phos-

phorylation inhibitors described by Pandey et al.23 The reported activity was log(IC50)

and was obtained from a phosphorylation assay. A set of linear and nonlinear models

were developed using this dataset and are described in Chapter 7, where we also provide

an interpretation of the linear model.

8.4 Results

8.4.1 DIPPR Dataset

We first consider the linear and CNN models for the DIPPR dataset for modeling

boiling points. The statistics of the linear regression model for this dataset are summa-

rized in Table 8.1 and the meanings of the descriptors used in the model are summarized

in Table 8.2. The R2 value was 0.98, and the F -statistic was 1001 (for 7 and 139 degrees

of freedom) which is much greater than the critical value of 2.076 (α = 0.05). The model

is thus statistically valid. The corresponding PLS analysis is summarized in Table 8.3.
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The PLS statistics indicate that the increase in Q2 beyond the fourth component is neg-

ligible. Thus, we need only consider the most important descriptors in the first three

components. To see which descriptor is contributing the most in a given component, we

consider the X weights obtained from the PLS analysis which are displayed in Table 8.4.

In component 1 it is clear that MW and V4P-5 are the most heavily weighted descrip-

tors. Higher values of molecular weight correspond to larger molecules and thus elevated

boiling points. The V4P-5 descriptor characterizes branching in the molecular structure,

and higher values indicate a higher degree of branching. Thus, both of the most impor-

tant descriptors in the first component correlate molecular size to higher values of boiling

point. In the second component we see that the most weighted descriptors are RSHM

and PNSA-3. RSHM characterizes the fraction of the solvent accessible surface area

associated with hydrogens that can be donated in a hydrogen-bonding intermolecular

interaction. PNSA-3 is the charge weighted partial negative surface area. Clearly, both

these descriptors characterize the ability of molecules to form hydrogen bonds. In sum-

mary, the structure-property relationship captured by the linear model indicates that

London forces dominate the relationship. Although individual atomic contributions to

the trend are small, larger molecules will have more interactions leading to higher boiling

points. In addition, attractive forces, originating from hydrogen bond formation, also

play a role in the relationship and these are characterized in the second component of the

PLS model. We can use the above discussion and information from the PLS analysis to

rank the descriptors considered in the PLS analysis in decreasing order of contributions:

MW, V4P-5, RSHM, PNSA-3.

The next step was to develop a computational neural network model for this

dataset. The ADAPT methodology was used to search for descriptor subsets ranging in

size from 4 to 6. The final CNN model had a 5–3–1 architecture, and the statistics of the

model are reported in Table 8.5. The descriptors in this model were FNSA-3, MOLC-6,

WPHS-3 and RPHS, which are described in Table 8.2. The increase in RMSE values for

the descriptors in each neural network model are reported in Tables 8.6, 8.7 and 8.8. In

each table the third column represents the increase in RMSE, due to the scrambling of

the corresponding descriptor, over the base RMSE. It is evident that scrambling some

descriptors leads to larger increases, whereas others lead to negligible increases in the

RMSE. The information contained in these tables is more easily seen in the descriptor

importance plots shown in Figs. 8.1, 8.2 and 8.3. These figures plot the increase in

RMSE for each descriptor, in decreasing order.



222

Considering the DIPPR dataset (Table 8.6 and Fig. 8.1) we see that although the

linear and nonlinear models have only one descriptor in common (RSHM) the types of

descriptors are the same in the both models (topological and charge-related). The CNN

model contains charged partial surface area descriptors (RSHM and FNSA-3) as well as

hydrophobicity descriptors (WPHS-3 and RPHS). One may expect that the structure-

activity trends captured by the CNN model are similar to those captured by the linear

model. If we look at Fig. 8.1 we see that the most important descriptor is WPHS-3.

This descriptor represents the surface weighted hydrophobic surface area. Since this

is correlated to the positively charged surface area, this descriptor should characterize

hydrogen-bonding ability. The second most important descriptor is MOLC-6, which

represents a topological path containing four carbon atoms. This descriptor essentially

characterizes molecular size. The next two most important descriptors are RSHM, which

has been previously described, and RPHS, which characterizes the relative hydrophobic

surface area. The insignificant separation between these two descriptors along the X-axis

indicates that these two descriptors are probably playing similar roles in the predictive

ability of the CNN model. When compared to the ranking of descriptor contributions

in the PLS analysis we see that the CNN descriptor importance places a hydrophobicity

descriptor as the most important descriptor, followed by MOLC-6 which, as mentioned,

characterizes molecular size. The difference in ordering may be due to the fact that

the CNN is able to find a better correlation between the selected descriptors, such that

WPHS-3 provides the maximum amount of information. However, in general, the broad

interpretation provided by this method does compare well with that of the linear model

using PLS.

8.4.2 PDFGR Dataset

We now consider the PDGFR dataset. Chapter 7 described a 3-descriptor linear

regression model. The PLS interpretation of this model indicated that all three descrip-

tors were important. These descriptors were SURR-5, RNHS-3 and MDEN-23. The

first two descriptors are hydrophobic surface area descriptors and the last descriptor is

a topological descriptor which represents the geometric mean of the topological path

length between secondary and tertiary nitrogens. If we take into account the PLS com-

ponents in which these descriptors occur, they can be ordered as SURR-5, MDEN-23 and

RNHS-3 (decreasing importance). The CNN model for this dataset, described in Chap-

ter 7, contained 7 descriptors: N5CH, WTPT-3, WTPT4, FLEX-4, RNHS-3, SURR-5
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and APAVG. A summary of these descriptors can be found in Table 8.2 As can be seen,

the linear regression and CNN models have two descriptors in common: SURR-5 and

RNHS-3.

The descriptor importance plot for the PDFGR dataset (Fig. 8.2) shows the most

important descriptor to be SURR-5. The next most important descriptor is RNHS-3.

The position of RNHS-3 on the plot indicates that it plays a much less important role

than SURR-5 in the model’s predictive ability. However, it is notable that the two

most important descriptors identified by our method in the CNN model are also the

two most important descriptors identified by the PLS analysis of the linear regression

model. Given that the CNN model and linear model should capture similar structure

property trends in the dataset, the similarity between the important descriptors in the

two models serve to confirm the validity of this method. It is also interesting to note

that FLEX-4, N5CH-12 and WTPT-3 descriptors are relatively closely spaced along the

X-axis. Though these descriptors are ranked, the relatively small increase between each

one might be indicative that these descriptors are performing similar roles within the

network. The position of WTPT-5 in the plot indicates that it contributes relatively

little to the model’s predictive ability.

8.4.3 Artemisinin Dataset

Finally, we consider the artemisinin dataset. Chapter 6 presented a 4-descriptor

linear regression model. The most important descriptors identified by a PLS analysis

of this model were N7CH, WTPT-2 and NSB. N7CH and WTPT-2 are topological

descriptors. N7CH is the number of seventh order chains and WTPT-2 is the weighted

path descriptor divided by the total number of atoms. NSB is the count of single bonds.

Summaries of the descriptors are presented in Table 8.2 and further details of these

descriptors can be found in the original work.24 Taking into account the PLS components

in which these appear, we can order them as: N7CH, NSB, WTPT-2 (decreasing order

of importance). The CNN model described in Chapter 6 had 10 descriptors: KAPPA-6,

NDB, MOMI-4, N7CH, MOLC-8, WTPT-5, MDE-12, MDE-13, ELEC and FPSA-3.

Brief summaries of the descriptors can be found in Table 8.2. In this case, the linear

model and the CNN model have only one descriptor in common (N7CH), though both

models contain weighted path descriptors (WTPT-2 for the linear model and WTPT-

5 for the CNN model). The CNN model also contains a number of topological and

geometric descriptors (KAPPA-6, MOLC-8, MDE-12, MDE-13 and MOMI-4) as well as
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two electronic descriptors (ELEC and FPSA-3). When compared to the linear model,

which contained only topological descriptors, it appears that the CNN model has been

able to capture a more detailed view of the structure-property relationship by including

information from electronic descriptors.

If we now consider the descriptor importance plot in Fig. 8.3 we see that the

most important descriptor is N7CH. Its contribution to the model’s predictive ability is

clearly significant. In contrast, the next most significant descriptor, MDE-13, is much

further left than N7CH. MDE13 is a distance edge descriptor (the number of paths

between primary and tertiary carbons) and characterizes molecular size. In this sense, it

is similar in nature to the count of single bonds (the second most important descriptor

in the linear model). Once again we see that a number of descriptors are relatively

closely spaced along the X- axis (such as NDB, MOLC-8, FPSA-3 and KAPA-6). It

is interesting to note that the electronic descriptors are approximately in the middle

of the ranking, whereas the top four descriptors are mainly topological in nature. One

can conclude that electronic factors do not play a major role in the structure property

relationship captured by this CNN model, but do enhance the predictive ability of the

model when compared to the performance of the linear model. It is also interesting to

see that the WTPT-5 is ranked quite low in the CNN model and is the least important

descriptor in the linear model. As before, if we assume that the linear and nonlinear

models capture similar structure-property relationships we see that the CNN descriptor

importance method ranks the descriptors such that their order of importance is similar

to that in the linear model.

8.5 Conclusions

From the preceding results, we see that the proposed measure of importance is

able to characterize the relative importance of descriptors. The resultant ranking of

descriptors corresponds well to a ranking of descriptors obtained by PLS analysis of a

linear model using the same dataset. The comparison with the linear models is not

necessarily one-to- one since the descriptors in the linear and CNN models will generally

be different.

The representation of descriptor importance plots allows easy visual analysis of

the descriptors in the model. In addition, apart from merely ranking, the plots provide

a qualitative view of how important a given descriptor is relative to others. That is,

by looking at the separation between two descriptors on the X-axis, one may determine
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that a certain descriptor plays a much more significant role than another in the model’s

predictive power. We conjecture that descriptors with little separation along the X-axis

play similar roles within the CNN architecture. However, confirmation of this requires

a more detailed interpretation of the CNN model, which we present in the next chapter.

It is clear that the proposed measure of descriptor importance does not allow

the user to elucidate exactly how the model represents the information captured by a

given descriptor. That is, the methodology does not indicate the sign (or direction)

of the effect of each input descriptor. Thus we cannot draw conclusions regarding the

nature of the correlation between input descriptors and network output. However, even

in the absence of a detailed understanding of the behavior of the input descriptors,

the method described here allows the user to determine the most important descriptor

(or descriptors) and investigate whether replacement by similar descriptors might lead

to an improvement in the model’s predictive ability. We investigated this possibility

by replacing the SURR-5 descriptor from the 10–5–1 CNN model for the artemisinin

dataset by other hydrophobic surface area descriptors. In some cases the RMSE of

the resultant model did increase, though not significantly. However in a few cases the

RMSE of the model decreased, compared to the original RMSE. This is not surprising,

as the importance plots show that theoretically related descriptors (such as WTPT-3

and WTPT-5 in Fig. 8.2) may have significantly different contributions. However, the

importance measure does allow us to change model descriptors in a guided manner. This

procedure is functionally similar to feature selection but the main difference is that it is

applied to a subset of descriptors that have already been deemed “good” by a feature

selection algorithm (genetic algorithm12 or simulated annealing25). Hence, the result of

the “tweaking” procedure described here, is akin to locally fine-tuning a given descriptor

subset, rather than selecting whole new subsets.

Finally, we note that the machine learning literature describes a number of ap-

proaches to interpretation of CNN models. In general, these methods are closely tied to

specific types of neural network models.8,9 A useful feature of this interpretation method-

ology is that it is quite general in nature. That is, the methodology is not dependent on

the specific characteristics of a neural network and depends only on the input data. This

implies that the methodology can be applied to obtain descriptor importance measures

for any type of neural network model such as single layer or multilayer perceptrons26

or radial basis networks.27 Furthermore many interpretation methods are focused on

extracting rules or analytical forms of the CNN’s internal model.28–30 In many cases,

this necessitates a complex analysis of the model utilizing another pattern recognition31
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or optimization algorithm.28,32 In contrast, the method described here is simple to carry

out and provides easily understandable conclusions. In summary, the interpretation

methodology described here provides a broad view of descriptor importance for a neural

network model, thus alleviating the black box nature of the neural network methodology

to some extent.
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Table 8.1. Summary of the linear regression model de-
veloped for the DIPPR dataset.

Estimate Std. Error t P

(Intercept) −215.092 29.451 −7.30 0.000

PNSA-3 −3.561 0.210 −16.90 0.000

RSHM 608.071 21.302 28.55 0.000

V4P-5 19.576 3.308 5.92 0.000

S4PC-12 12.089 1.572 7.69 0.000

MW 0.579 0.061 9.42 0.000

WTPT-2 236.108 16.574 14.25 0.000

DPHS 0.198 0.028 7.07 0.000

Table 8.2: Glossary of descriptors reported in this paper

Descriptor Code Description Reference

APAVG The mean value of all unique atom pairs present in

the molecule

33

DPHS The difference between the hydrophobic and

hydrophilic surface area

34

ELEC Electronegativity (0.5× (HOMO + LUMO))

FLEX-4 Molecular mass of rotatable atoms divided by the

hydrogen suppressed molecular weight

35

FNSA-3 Charge weighted partial negative relative surface area 36

FPSA-3 Atom weighted partial positive surface area divided

by the total molecular surface area

36

KAPA-6 Atom corrected shape index (3κ) 37–39

MDE-12 Molecular distance edge vector between primary and

secondary carbons

40

MDE-13 Molecular distance edge vector between primary and

tertiary carbons

40
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Table 8.2: (continued)

Descriptor Code Description Reference

MDEN-23 Molecular distance edge vector between secondary

and tertiary nitrogen’s

40

MOLC-6 Path of length 4 molecular connectivity index 41,42

MOLC-8 Path-cluster of length 4 molecular connectivity index 41,42

MOMI-4 Ratio of the principal component of the moment of

inertia along the X-axis to that along the Y-axis

43

MW Molecular weight

NDB Number of double bonds

NSB Number of single bonds

N5CH-12 Number of 5th order chains 44–46

N7CH Number of 7th order chains 44–46

PNSA-3 Charge weighted partial negative surface area 36

RNHS-3 A hydrophobic surface area descriptor defined as the

product of the surface area of the most hydrophilic

atom and the sum of the hydrophilic constants

divided by the logP value for the molecule

34,47

RPHS Product of the surface area of the most hydrophobic

atom and its hydrophobic constant divided by the

sum of all hydrophobic constants

34,47

RSHM Fraction of the solvent accessible surface area

associated with hydrogens that can be donated in a

hydrogen-bonding intermolecular interaction

36

S4PC-12 4th order simple path cluster 44–46

SURR-5 Ratio of the atomic constant weighted hydrophobic

(low) surface area and the atomic constant weighted

hydrophilic surface area

34,47

V4P-5 4th order valence path molecular connectivity index 44–46

WPHS-3 Surface weighted hydrophobic surface area 34,47

WTPT-3 Sum of all path lengths starting from heteroatoms 48

WTPT-5 Sum of all path lengths starting from nitrogen’s 48
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Table 8.3. Summary of the PLS analysis based on the linear
regression model developed for the DIPPR dataset.

Components X Variance Error SS R2 PRESS Q2

1 0.431 94868.5 0.863 99647.6 0.857

2 0.660 26221.6 0.962 29046.7 0.958

3 0.768 16614.8 0.976 19303.3 0.972

4 0.843 14670.8 0.978 17027.6 0.975

5 0.911 14032.5 0.979 16281.3 0.976

6 0.987 13775.9 0.980 15870.6 0.977

7 1.000 13570.9 0.980 15653.0 0.977

Table 8.4. The X weights for the PLS components from the PLS analysis
summarized in Table 8.3.

Component

Descriptor 1 2 3 4 5 6 7

PNSA-3 -0.303 -0.423 0.202 -0.250 0.254 -0.737 -0.127

RSHM 0.190 0.779 0.347 -0.032 0.222 -0.377 0.209

V4P-5 0.485 -0.157 -0.071 -0.664 -0.368 -0.096 0.384

S4PC-12 0.289 -0.079 -0.578 0.531 -0.031 -0.469 0.264

MW 0.499 -0.085 0.368 0.242 -0.397 -0.170 -0.602

WTPT-2 0.483 -0.051 -0.265 -0.221 0.708 0.138 -0.350

DPHS 0.263 -0.415 0.540 0.322 0.297 0.187 0.487
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Table 8.5. Summary
statistics for the best CNN
model for the DIPPR
dataset. The model
architecture was 5–3–1.

R2 RMSE

TSET 0.98 9.92

CVSET 0.99 7.89

PSET 0.98 8.61

Table 8.6. Increase in RMSE due to scrambling of
individual descriptors. The CNN architecture was
5–3–1 and as built using the DIPPR dataset. The
base RMSE was 9.92

Scrambled Descriptor RMSE Difference

1 FNSA-3 30.50 20.58

2 RSHM 35.76 25.84

3 MOLC-6 51.32 41.39

4 WPHS-3 66.27 56.35

5 RPHS 35.75 25.83
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Table 8.7. Increase in RMSE due to scrambling of
individual descriptors. The CNN architecture was
7–3–1 and was built using the PDGFR dataset.
The base RMSE was 0.29

Scrambled Descriptor RMSE Difference

1 N5CH-12 0.50 0.20

2 WTPT-3 0.49 0.19

3 WTPT-5 0.39 0.09

4 FLEX-4 0.51 0.21

5 RNHS-3 0.51 0.21

6 SURR-5 0.72 0.42

7 APAVG 0.48 0.18
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Table 8.8. Increase in RMSE due to scrambling of
individual descriptors. The CNN architecture was
10–5–1 and was built using the artemisinin dataset.
The RMSE for the original model was 0.48

Scrambled Descriptor RMSE Difference

1 KAPA-6 0.88 0.40

2 N7CH-20 1.97 1.49

3 MOLC-8 0.98 0.50

4 NDB 0.99 0.51

5 WTPT-5 0.78 0.30

6 MDE-12 0.85 0.37

7 MDE-13 1.18 0.70

8 MOMI-4 0.77 0.29

9 ELEC 0.93 0.45

10 FPSA-3 0.89 0.41
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Fig. 8.1. Importance Plot for the 5–3–1 CNN model built using the
DIPPR dataset
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Fig. 8.2. Importance Plot for the 7–3–1 CNN model built using the
PDGFR dataset
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Fig. 8.3. Importance Plot for the 10–5–1 CNN model built using the
artemisinin dataset
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Chapter 9

Interpreting Computational Neural Network

QSAR Models: A Detailed Interpretation of the

Weights and Biases

9.1 Introduction

As we have seen in the preceding chapters, interpretability plays an important

role in the QAR modeling process. The statistical and machine learning literature pro-

vide a wide variety of modeling methods to choose from, ranging from linear regression

models to more complex techniques such as neural networks and random forests. The

modeling techniques differ in a number of ways such as complexity, flexibility, accuracy

and speed. A very important aspect of these models is interpretability. In the absence of

an interpretation, the model can be used only for predictive purposes. This implies that

structure-property information encoded in the model is not further utilized. In many

cases, such as high throughput screens, such usage of the model is sufficient. But when

models are developed with the aim of providing input to structure based drug design,

more detailed information than just predicted values must be extracted from the model.

That is, one would like to know what structure-property trends have been captured by

the model. In other words, we would like to understand how the model correlates the

input descriptors to the predicted activity. Furthermore, some measure of interpretabil-

ity is needed to provide a sense of confidence regarding the soundness of the model, and

it would provide evidence to support the use of a particular model in a given instance.

The degree of interpretability of QSAR models varies, depending on the modeling

technique. In some cases, such as linear regression models, interpretation is relatively

simple and can be carried out using a PLS technique developed by Stanton1 and described

in Chapter 3. In this case, the interpretation is detailed in the sense that one can extract

information about how individual descriptors correlate to the predicted property. A

This work was published as Guha, R.; Jurs, P.C., “Interpreting Computational Neural Network
QSAR Models: A Detailed Interpretation of the Weights and Biases”, J. Chem. Inf. Model.,
2005, ASAP.
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number of applications of this technique have been reported.1–3 In other models, the

interpretation is not as detailed. This is the case for random forest4 models. For these

types of models interpretation is restricted to a summary of descriptor importance.5 This

summary ranks descriptors in order of importance to predictive ability. Thus, one does

not get a detailed view of how the descriptors contribute to the predicted property.

The high predictive ability and flexibility of CNN models have made them very

attractive to QSAR modelers. However the lack of interpretability has led to the general

characterization of CNN models as black boxes. A number of attempts to extract in-

formation regarding the internal working of CNN models have been described. In some

cases these methods are in the form of rule extractions.6–8 These methods can be heuris-

tic9–11 in nature or analytical.12 A number of these methods are focussed on specific

types of neural networks.8,9,13 Chastrette et al.13 describe a method for interpreting a

CNN model describing structure-musk odor relationships. Their approach was limited

to a measure of contribution of the descriptors to the predicted value. Hervás et al.14

describe a method interpretation that is focussed on a pruning algorithm. As a result

the method is not applicable to CNN models developed using alternative algorithms.

The analysis of descriptor contributions is an approach that has been followed.

Some of these approaches, such as that described by Chastrette et al.13 provide only

a broad view of which descriptors are important. Other approaches, however, have

been devised that allow for a measure of correlation between input descriptors and the

network output. An example is the method described by Mak et al.,15 in which a form

for the relative contribution of input neurons to the output value is developed. The

relative values are then divided to obtain a measure of contribution to each hidden layer

neuron. The result of this approach is that the contributions of the input neurons can be

divided into negative or positive contributions. Chapter 8 described a method to obtain

a measure of descriptor importance for neural network models based on a sensitivity

analysis16 of a trained network. Though similar in intent to the methods described by

Chastrette et al. and Mak et al., the method provides an easily visualization method

to understand which descriptors play the main role in the models predictive ability.

However, the method also shares the main shortcoming with other approaches to measure

descriptor importance (or contributions) in that it provides a very broad view and is not

capable of describing in detail, the nature of the correlation between a given descriptor

and the network output.
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In this chapter we describe a method to interpret a CNN model in a detailed

manner by considering the final, optimized weights and biases. As a result of this ap-

proach, the method is generalizable to different types of CNN algorithms that result in

a set of weights and biases. Currently the method is restricted to the interpretation of

3-layer, feed-forward networks, though extension to more hidden layers is possible. The

methodology is similar in concept to the PLS technique in that it interprets the weight

matrix in a manner analogous to the interpretation of the X-weights in the PLS analysis.

The method also shares certain characteristics with the method described by Mak et al.

The next section describes the methodology in detail.

9.2 Methodology

The detailed CNN interpretation methodology was developed by attempting to

mimic the procedure used for the interpretation of linear models using partial least

squares. Though we have described the PLS methodology in detail in Chapter 3, we

provide a short summary below.

The descriptors for the linear model are used to build a PLS model using a leave-

one-out cross-validation method. The PLS model consists of a number of latent variables

(components) which are linear combinations of the original descriptors. The number of

components is equal to the number of input descriptors (assuming no overfitting has

occurred). The results of the PLS analysis are summarized by two tables. The first table

tabulates the cumulative variance and Q2 values for each component. In many cases the

first few components explain a large portion of the total variance (70% - 90%). As a

result, the remaining components can be ignored. The second table lists the X-weights for

each component. These are the weights used to linearly combine each input descriptor in

a given component. Analysis of these weights allows one to understand how significantly,

and in which direction, a given descriptor is correlated to the value predicted by that

component. Finally, using plots of X-scores (projections of the observations along the

rotated axes) versus Y-scores (that portion of the observed Y that is explained by that

component) one can focus on the correlations between structural features and property

for specific molecules.
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9.2.1 Preliminaries

The CNN interpretation method is based on the assumption that the hidden layer

neurons are analogous to the latent variables in a PLS model. Clearly, this is not a one-

to-one correspondence due to the sigmoidal transfer function employed for each neuron

in the CNN. By considering the weights connecting the input descriptors to a specific

hidden layer neuron, we can then interpret how each descriptor correlates to the output

of that hidden layer neuron. Finally, by defining the contribution of each hidden layer

neuron to the output value of the network, we can determine which hidden layer neurons

are the most significant and which ones can be ignored. The problem of interpreting a

CNN model involves understanding how the output value of the network varies with the

input values. This in turn is dependent on how the weights and biases modify the input

values as they pass through the layers on the network. First, we present a brief analysis

of how the input values will, in general, relate to the output value. We restrict ourselves

to a 3-layer, fully-connected, feed-forward network.

The output value of a CNN for a given set of input values is obtained via a

sigmoidal transfer function. Thus we can write the output value, O, as

O =
1

1 + exp(−X)
(9.1)

where X is the sum of weighted outputs from the hidden layer neurons. Denoting the

output of each hidden layer neuron by xH
j

, 1 ≤ j ≤ nH , where nH is the number of

hidden layer neurons, and the weight between each hidden layer neuron and the output

neuron as wH
j

, 1 ≤ j ≤ nH , we can write X as,

X =
nH∑
j=1

wH
j

xH
j

The above equation does not include a bias term and we provide a justification for

ignoring the bias term below. Eq. 9.1 can be rewritten as

O =
1

1 + exp(−
∑nH

j=1 wH
j

xH
j

)

1
O

∼ exp(−
nH∑
j=1

wH
j

xH
j

)

O ∼ exp
(
wH

1
xH

1
+ · · ·+ wH

nH
xH

nH

)
(9.2)
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where we drop the constant term since it does not affect the general trend between the

output value and exponential term. From Eq. 9.2 we can see that O is a monotonic

increasing function of the individual components, wh
j
xh

j
, of the argument. Keeping in

mind that the output from each hidden neuron will be a positive number, Eq. 9.2 indicates

that, if a certain hidden neuron has a large weight between itself and the output neuron,

then the output from that hidden neuron will dominate the sum. This allows us to order

the hidden neurons based on their contribution to the output value. Furthermore the

sign of the weights indicate how the hidden neuron will affect the output value. Negative

weights will correlate to smaller values of the output value and vice versa for positive

weights.

9.2.2 Combining Weights

The above discussion applies to connections between the hidden layer and output

layer. However it is clear that the same reasoning can be applied to the connections

between the input and hidden layers. Thus, one way to consider the effect of the weights

is to realise that the weights are cumulative. We denote the weights between the input

layer neuron j and the hidden layer neuron i as

wij , 1 ≤ i ≤ nI and 1 ≤ j ≤ nH

where nI is the number of input layer neurons (i.e., descriptors). Now, let us consider

the value of the first input descriptor (for a specific observation). As this value goes

from the first input neuron to the first hidden layer neuron, it will be affected by the

weight, w11. The value from the first hidden neuron is passed to the output neuron and

is affected by the weight wH
1

. Thus we can qualitatively say, that, as the input value

passes from the input layer to the output layer, it is affected by a weight denoted by

w11w
H
1

. This is because a large positive value of w11 would cause the output of the first

hidden neuron to be positively correlated with the first input descriptor. If wH
1

is also

a large positive weight then the final output value would be positively correlated with

the output value of the first hidden neuron and thus would also be positively correlated

with the value of the first input neuron. Thus, we can consider the network as consisting

of a connection between the first input neuron and the output neuron weighted by an

effective weight equal to w11w
H
1

.

Similarly, for the same input value passing through the second hidden neuron and

then to the output neuron, we can write the corresponding effective weight as w12w
H
2

.
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In general the effective weight between the ith input neuron and the output neuron,

via the jth hidden layer neuron will be wijw
H
j

. Clearly the effective weights are gross

simplifications, since we neglect the intermediate summations (over all neurons in a layer)

and transfer functions. However as shown in the previous section we can see that the

output value of the transfer function is a monotonic increasing function of the product

of the weights and neuron outputs. More importantly, our main interest is in the sign

of the effective weight, rather than its absolute value. The absolute value of the weights

between the hidden layer neurons and the output neuron might be one indication of

which hidden neuron is more important that another in terms of contribution to the

final output value. However as pointed out above, the sign of the weights indicates the

trend of the output value. Thus for example if the weights w11 and wH
1

are both positive

we can expect that input values flowing down that path will show a positive correlation

with the output value. If w11 and wH
1

are positive and negative respectively, one would

expect that the net effect would be a negative correlation between the input values and

output values.

9.2.3 Interpreting Effective weights

We can now consider two possible ways to use the effective weights to interpret the

behavior of the CNN. From the preceding discussion we can write the effective weights in

tabular form as shown in Table 9.1, where H1, H2 and H3 represent the first, second and

third hidden neurons and I1, I2, I3 and I4 represent the input neurons. The first step in

interpreting the effective weight matrix is to decide the order of the hidden layer neurons,

in terms of their contributions to the output value of the net. We discuss hidden layer

neuron contributions in detail below and for now we assume that the order of importance

of the hidden layer neurons is given by H1 > H2 > H3. Thus, the first hidden neuron is

the main contributor to the output value. Next we consider the first column. If the value

in a given row is higher than the others it implies that the corresponding input neuron

will contribute more to the hidden layer neurons. Since we have already ordered the

hidden neurons in terms of their contribution to the output, this means that we can say

(indirectly) which input neuron is contributing more to the output. Furthermore, the

sign of the element will indicate whether high values of that input neuron correspond to

high or low values of the output value. The approach is similar to the PLS interpretation

scheme, especially if we consider the hidden layer neurons to be a transformed (via the

transfer function) set of latent variables.
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9.2.4 The Bias Term

In the preceding discussion we have ignored the role of the bias term when con-

sidering effective weights. We now provide a justification for this approach. The input

to a given hidden neuron consists of the weighted outputs of the input neurons plus the

bias term. As a result, the effective weights for the input neurons, as they pass through

a given hidden neuron, should consider the bias term. However, if we consider the effec-

tive weights for individual input neurons, we must partition the bias term between these

input neurons. The simplest way of partitioning the bias term would be to simply divide

the bias term evenly between the input neurons. As a result, for nI input neurons the

effective weights between them and the jth hidden neuron would include bj/nI where bj

is the bias term for that hidden neuron. The net result is that for the jth hidden neuron,

the effect of the bias term would be the same for all input neurons connected to it. As

a result, it is equivalent to ignoring the bias term when considering effective weights.

Clearly this is based on the assumption that the bias for a given hidden neuron can be

equipartitioned between the input neurons. A priori, there is no reason for choosing an

alternative partitioning scheme.

A more rigorous approach is to consider that fact that a bias term is effectively an

intercept term. If the hidden neurons contained linear transfer functions, the bias term is

precisely an intercept term. The inputs to a hidden neurons form a p-dimensional space

and the result of the activation function for a hidden neuron is to draw a hyperplane

through the input space. One side of this hyperplane represents the off output and the

other side represents the on output. This description also holds for sigmoidal activation

functions in which case the two sides of the hyperplane would correspond to the extreme

ends of the functions domain. The region close to the hyperplane would correspond

to the intermediate values of the activation function. In the absence of the bias term

this hyperplane passes through the origin of the input space. However, when bias terms

are included, they merely translate the hyperplanes from the origin. That is, they do

not change the form of the hyperplane. In effect, the bias term is a constant. Now,

one property of neural networks (more specifically, multi layer perceptrons) is universal

function approximation.17 For this to be true, the bias term must be included. However,

it has been shown by Hornik18 that a sufficient condition for this property to be true

in the absence of bias terms is that the derivatives of the activation function must be

non-zero at the origin. For a sigmoidal activation function, this implies that the bias

term can simply be a constant value as opposed to a trainable weight. Clearly, if the



248

bias term can be considered as a constant (i.e., training is not required), this implies

that it would not affect the interpretation of the optimized weights. Thus, viewing the

bias terms in the context of partitioning or in the context of the universal approximation

property indicates that development of the effective weights without including the bias

terms is a valid approach.

9.2.5 Ranking Hidden Neurons

An important component of the interpretation method is the ranking of the hidden

neurons, which is necessary as all hidden neurons will not contribute to the output value

equally. The contributions of the input neurons to the output value, via those hidden

neurons with lower contributions, will be diminished. A number of methods to determine

the relative contribution of input neurons have been described in the literature. These

methods can be applied to the case of the hidden layer. For example, the method

described by Garson19 calculates a measure of the relative contribution of the ith input

neuron to the kth output neuron and places more stress on the connections between

the hidden and output layers. Yoon et al20 extended this approach but still focussed on

contributions of input descriptors to the output via the hidden layer neurons. A common

feature of both approaches is their empirical nature. That is, the final contribution values

are obtained by using the original training set.

Our first attempt at designing a ranking method followed the approach of Garson.

In this case we defined the squared relative contribution of the jth hidden neuron for the

kth example in the training set to be

SRCkj =

(
kxH

j
wH

j

)2

∑nH
j=1

(
kxH

j
wH

j

)2
+ b2

(9.3)

where xH
j

and wH
j

are the output and weight to the output neuron for of the jth hidden

neuron respectively, b is the bias term for the output neuron and nH is the number of

hidden layer neurons. The superscript k indicates that the output of the jth neuron is for

the kth example. The final value of the squared relative contribution for the jth hidden

neuron was given by

SRCj =
1
n

n∑
k=1

SRCkj (9.4)
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where n is the number of examples in the training set. However, interpretations devel-

oped from the above ranking were not consistent with the interpretations obtained from

the linear models.

An alternative approach that we considered was not empirical in nature. That

is, it did not directly utilize the dataset used to build the model. In this approach we

considered the fact that the contributions of a given hidden layer neuron depends not

only on the nature of its contribution to the output neuron, but also on the nature of

the contributions to the hidden neuron from the preceding input layer. This is implicitly

considered in the empirical approach described. In this approach we considered the

overall contribution of a hidden neuron to the output by taking into account all the

effective weights associated with this hidden neuron. That is, the contribution of the jth

hidden neuron was initially defined as

CVj =
1
nI

nI∑
i=1

wijw
H
j

(9.5)

where nI is the number of input neurons, wij is the weight between the ith input neu-

ron and jth hidden neuron and wH
j

is the weight between the jth hidden neuron and

the output neuron. The above equation simply represents the column means of the ef-

fective weight matrix. The resultant values are signed and the absolute value of these

contribution values can be used to rank the hidden neurons. However, to make the rela-

tive contributions of the hidden neurons clearer we considered the values obtained from

Eq. 9.5 as squared contribution values defined as

SCVj =
CV 2

j∑nH
j=1 CV 2

j

(9.6)

The result of this transformation is that the SCVj values sum to 1.0. Consequently, the

SCVj values provide a clearer view of the contributions of the hidden neurons and allow

us to possibly ignore hidden neurons that have very small values of SCVj .

One aspect of this approach is that we do not take into account the bias terms.

Clearly, this approach is not utilizing all the information present within the neural net-

work. There are two reasons why the bias term should be taken into account when

ranking hidden neurons. First, most reported measures of contribution are empirical

in nature and thus implicitly take into account the bias terms. Second, since we are

focussing on the contribution made by a given hidden neuron, we need to consider all
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the effects acting through the hidden neuron. Since the bias terms corresponding to

the hidden layer can be considered as weights coming form an extra (constant) input

neuron, the effective weights being summed in Eq. 9.5, should include an extra term

corresponding to the bias term for that hidden neuron. Thus if we denote the bias term

for the jth hidden neuron as bj then Eq. 9.5 can be rewritten as

CVj =
1

nI + 1

(
nI∑
i=1

wijw
H
j

+ bjw
H
j

)
(9.7)

Using this equation, values for SCVj can be calculated using Eq. 9.6

9.2.6 Validation

To ensure that the methodology provides valid interpretations we compared the

results of the method to interpretations developed for linear models. For a given QSAR

problem, the descriptor subsets that lead to the best linear model are generally not the

same as those that lead to the best CNN model. However, comparing interpretations

of CNN and linear models with different descriptors would lead to a less accurate com-

parison. Furthermore, one would expect that given the same descriptors, both CNN

and linear models should capture the structure-property trends present in the dataset

in a similar fashion. If the interpretation of these trends in the CNN model does not

match those developed using the linear model, the discrepancy would indicate that the

CNN interpretation methodology is flawed. As a result, we developed the CNN mod-

els using the same subset of descriptors that were present in the corresponding linear

models. The CNN models built using these descriptors are not necessarily the best (in

terms of training set and prediction set performance). However, this work focusses on

the extraction of structure-property trends in a human understandable format rather

than investigating the predictive power of the CNN models. In this respect we feel that

the comparison of the CNN interpretations to those made for linear models using the

same set of descriptors is a valid procedure.

The linear models were developed using the ADAPT methodology, described in

Chapter 3. This involved the use of a simulated annealing21,22 algorithm to search for

good descriptor subsets. The models were then interpreted using the PLS analysis tech-

nique described above. As mentioned, the CNN models used the same descriptors that

were present in their corresponding linear models. For each dataset a number of CNN

models with different architectures (i.e., different numbers of hidden neurons) were built.
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The architectures were limited by considering a rule of thumb that indicates that the

total number of parameters (weights and biases) should not be more than half the size of

the training set. The final architecture for each CNN model was chosen by considering

the cost function defined by Eq. 2.6. The architecture that gave the lowest value of the

cost function was chosen as the best CNN model for that dataset.

9.3 Datasets

We considered three datasets. The first dataset consisted of a 147 member subset

of the DIPPR boiling point dataset studied by Goll et al.23 The dependent variable

for this dataset ranged from 145.1 K to 653.1 K. The original work reported linear

and nonlinear models. However no interpretations of these models were provided. We

consider the linear model for this dataset that was described in Chapter 8. Though that

chapter also reported a CNN model, we develop a new CNN model so that we would be

able to obtain a more direct comparison between the final interpretations as described

above.

The second dataset consisted of 97 compounds studied by Stanton et al.24 These

compounds were studied for their ability to cross the blood-brain barrier and the modeled

property was the logarithm of the blood-brain partition coefficient (log(BB)). The

dependent variable in this dataset ranged from −2.00 to 1.44 log units. The previously

published work reported a linear model and an associated PLS based interpretation.

The final dataset consisted of 136 compounds studied by Patel et al.25 The work

considered the skin permeability of the 136 compounds. The dependent variable for this

dataset was the logarithm of the permeability coefficient, log(Kp) and ranged from −5.03

to −0.85 log units. Though the paper reported a set of linear models, we developed

a new linear model using a variety of descriptors including hydrophobic surface area

descriptors.24,26 A PLS analysis of this model is also presented for comparison to the

interpretation of the corresponding CNN model.

9.4 Results

For each dataset we present a summary of the linear model and the associated

PLS interpretation. We then describe the neural network model built using the dataset

and descriptors from the linear models, and present the corresponding interpretation.

For all models the descriptors are summarized in Table 9.2.
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9.4.1 DIPPR Dataset

The statistics of the linear model are summarized in Table 9.3. The descriptors

are shown in Table 9.2. The R2 and RMSE values were 0.98 and 9.98, respectively.

The F -statistics (on 7 and 139 degrees of freedom) was 1001 which is greater than the

critical value of 2.78 (α = 0.05 level). The model is thus statistically valid. Tables

9.4 and 9.5 summarize the results of the PLS analysis for the linear model. The Q2

column in Table 9.4 indicates that the first two components explain approximately 95%

of the structure-property relationship (SPR) encoded by the model. As a result, the

bulk of the linear interpretation is provided by these components. If we now look at the

column for the first component in Table 9.5 we see that the most important descriptors

are MW (molecular weight) and V4P-5 (4th order valence path connectivity index).

Both these descriptors characterize molecular size and it is evident that larger values of

these descriptors correlate to higher values of the boiling point. Considering the second

component we see that the most important descriptors are now RSHM and PNSA-3.

The former characterizes hydrogen bonding ability and the latter is a measure of the

charge weighted partial negative surface area. The negative sign for PNSA-3 indicates

that molecules with smaller values of the descriptor (i.e., having smaller charge weighted

partial negative surface area) should have lower boiling points. On the other hand, the

positive sign for RSHM indicates that molecules with better hydrogen bonding ability

should have higher boiling points, which is in accord with experimental observations.

In summary, the linear model encodes two main SPR’s. The first trend is dispersion

forces, in which atomic contributions to these forces are individually weak but for larger

molecules the greater number of interactions leads to a larger attractive force. The

other main trend is the attractive forces mainly due to hydrogen bonding. Clearly, this

description of the SPR is not new or novel. However now that we know what type of

descriptors contribute to the SPR and the nature of the correlations we can compare

these observations with those obtained from the CNN model.

The CNN model that was developed for this dataset had a 7–4–1 architecure.

As described above, the descriptors for the CNN model were the same as those used in

the linear model. The statistics for the training, cross-validation and prediction sets are

shown in Table 9.6. The effective weight matrix for this model is shown in Table 9.7. The

columns correspond to the hidden neurons and are ordered by the SCV values described

previously, and they are shown in the last row of the table. The SCV values indicate

that the first and third hidden neurons are the most important, whereas the second
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and fourth hidden neurons play a lesser role. The use of the SCV values in choosing

which hidden neurons to concentrate on is analogous to the use of the Q2 value to focus

on components in the PLS approach. Considering the first column in Table 9.7 we see

that the most weighted descriptors are V4P-4, RSHM and MW. All three descriptors

have positive weights indicating a that these descriptors are positively correlated with

boiling point. When we consider the second column (the third hidden neuron) we see

that the two of the three most important descriptors are the same as in the first hidden

neuron. Since these have the same signs as before, we may ignore them and consider the

most important descriptor not already considered. This descriptor is PNSA-3, and it is

negatively correlated to the boiling point. It is clear that the types of descriptors, as well

as their correlations, that play the main roles in the SPR encoded by the CNN model

are the same as described by the linear model. The main difference is that the relative

importance of the descriptors, over the hidden neurons being considered, are different

from that described in the linear model. For example, the linear model indicates that

PNSA-3 plays a very important role in the SPR, whereas the CNN accords it a less

significant role. On the other hand, the hydrogen bonding ability described by RSHM

plays a very important role in the CNN, making up for the absence of the charged surface

area descriptor. Similarly, the relative importance of the V4P-5 and MW descriptors are

swapped in the two interpretations, but since both characterize size, the main SPR trends

for the dataset are explained in a similar fashion by both models. These differences are

not unexpected, since the CNN correlates the descriptors in a nonlinear fashion. Thus it

is expected that the relative roles played by each descriptor in the nonlinear relationship

will be different when compared to the linear model. The point to note is, that, though

MW is relegated to a less important role, the main SPR trends extracted from the CNN

model by this interpretation technique are identical to those present in the linear model.

9.4.2 BBB Dataset

The linear model and associated PLS interpretation are described in the original

work.24 However, we summarize the statistical results of the original model in Table

9.8. The R2 for the model was 0.78 and the F -statistic was 80.7 (on 4 and 92 degrees

of freedom) which was greater than the critical value of 2.47 (α = 0.05). The results

of the PLS analysis are presented in Tables 9.9 and 9.10. From Table 9.9 we see that

the first two components explain 76% of the total variance in the observed property

thus allowing us to ignore the remaining components. From Table 9.10 we see that in
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the first component the most weighted descriptors are PNHS-3 (a hydrophobic surface

area descriptor), NDB (count of double bonds) and WNSA-3 (a charged partial surface

area descriptor, characterizing the partial negative surface area). Clearly, larger values

of PNHS-3 and WNSA-3 will correlate to larger values of the property whereas lower

values of NDB will correlate to larger values of the property. In component 2 we see

that WNSA-3 is opposite in sign. This indicates that the second component makes

up for over-predictions made by the first component. Similar reasoning can be applied

to the weight for V4P-5 in the second component. Some large hydrophobic molecules

are under-estimated by component 1. In component 2 however, the positive weight for

V4P-5 (which is a measure of branching and thus size) indicates that larger molecules

will have higher penetration ability. Therefore the second component makes up for

under-estimation of large hydrophobic molecules by the first one. In brief, the SPR

trends captured by the linear model indicate that smaller hydrophobic molecules will

better penetrate the BBB compared to larger hydrophilic molecules. These trends are

discussed in more detail in the original work.24

The CNN model developed for this dataset had a 4–4–1 architecture. The statis-

tics for this model are presented in Table 9.6 and the effective weight matrix is shown in

Table 9.11. The SCV values for the hidden neurons are shown in the last row of Table

9.11. They indicate that the first and second hidden neurons contribute to the bulk of

the SPR encoded by the model. If we consider the weights for the first hidden neuron

(first column) we see, in general, the same correlations as described in the linear model.

Both PNHS-3 and WNSA-3 are positively correlated with the predicted property and

NDB is negatively correlated. However the difference we see here is that V4P-5 is one of

the most important descriptors and is positively correlated with the predicted property.

On the other hand PNHS-3 plays a much smaller role in this model than in the linear

model. If we consider the second hidden neuron (second column), we see that the weight

for V4P-5 is now lower and that for NDB has increased. One can consider this as the

CNN attempting to downplay the increased size effects described by V4P-5. When we

consider the fourth hidden neuron we see that the V4P-5 now has a negative weight and

thus serves to balance the over-estimation of the property for larger molecules made by

the first two hidden neurons. Overall, we see that the main trends described by the CNN

model indicate that fewer double bonds and more hydrophobicity lead to higher ability

to penetrate the BBB, though it does appear that the model focuses on a positive cor-

relation between size and log(BB) values via the V4P-5 descriptor. This is quite similar
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to the conclusions obtained from the PLS interpretation of the linear model. Some dif-

ferences are present - mainly in the context of size (described by V4P-5) and the relative

importance of the descriptors for a given hidden neuron. As described above, this is not

surprising given that the nonlinear relationship between the descriptors generated by the

CNN is significantly different from the linear relationship described by the original re-

gression model. However, the fact that the description of the main SPR trends encoded

within the CNN model compare well with those of the linear model, serve to confirm our

assumption that both models should encode similar trends as well as the validity of this

interpretation technique to extract these trends. Furthermore, the structure-property

trends extracted from both types of models by the repspective interpretation techniques

are consistent with physical descriptions of the factors that are believed to affect the

transport of drugs across the blood brain barrier27,28

9.4.3 Skin Permeability Dataset

This dataset was originally studied by Patel et al.25 where they developed a linear

regression model using 158 compounds. However, owing to the presence of outliers, the

final models were built using 143 compounds. We considered the original 158 compounds

and chose a 136 member subset to work with. The linear model we developed for this

dataset is summarized in Table 9.12. The R2 value for this model was 0.84 and the

F -statistic was 97.5 on 7 and 128 degrees of freedom which was greater than the critical

value of 2.08 (α = 0.05) indicating that the model was statistically valid. We then

developed a PLS interpretation of this linear model and the results of the PLS model

are summarized in Tables 9.13 and 9.14. The Q2 values in Table 9.13 indicate that the

first three components describe the bulk of the SPR. If we now consider Table 9.14 we

see that the most important descriptors in the first component are MOLC-9, FPSA-

2 and RNHS. MOLC-9 represents Balabans J topological index which is derived from

the distance connectivity matrix and characterizes molecular branching. Smaller values

of this descriptor indicate smaller or more linear compounds. The FPSA-2 descriptor

characterizes the relative partial positive surface area. The negative weight for this

descriptor indicates that molecules with smaller partial positive surface areas will be

more active. This descriptor characterizes molecules like 2,4,6-trichlorophenol whose

molecular surface has a large number of partial negative charged regions. Finally the

RNHS descriptor characterizes the hydrophilic surface area. This descriptor serves to

balance the effects of FPSA-2 and this can be seen when comparing the activities for
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2,4,6-trichlorophenol and 3,4-dimethylphenol (Table 9.1). It is clear that both are of

similar size and both have similar activities. However, if FPSA-2 were acting alone, the

high value of this descriptor for 3,4-dimethylphenol (due to the partial positive charges

on the methyl groups) would lead to a significantly lower activity. However, RNHS

indicates that not all small hydrophobic molecules will have negatively charged atoms.

Thus the first components indicates that smaller and more hydrophobic molecules will

exhibit higher activities.

If we now consider the second component we see that the most weighted descrip-

tors are PPHS, SA and WPHS-3. PPHS measures the total hydrophobic surface area

and WPHS-3 is defined as the surface weighted hydrophobic surface area. The positive

weights on these descriptors indicate that a larger hydrophobic surface area is corre-

lated positively with activity. SA, which measures molecular surface area, is positively

weighted indicating larger molecules are more active. The role of this component is to

account for some larger molecules observed to be moderately active (Table 9.2). Es-

sentially, the larger size of these molecules leads to a larger hydrophobic surface area

which enhances permeability. The component thus corrects for the under-estimation of

the larger molecules by component 1 (such as fentanyl and sulfentanil) by taking into

account their higher hydrophobicity and also corrects for the over-estimation of smaller

molecules (such as methanol and urea) by component 1 by taking into account their

lower hydrophobicity.

The third component mainly corrects for the over-estimation of hexachlorobutadi-

ene and hexachloroethane by component 2 due to emphasis on the hydrophobic surface

area. This is corrected for by component 3 by the negative weights for FPSA-2 and

WPHS-3.

Thus the main conclusion that can be drawn from the linear model is that molec-

ular size and hydrophobicity are two key characteristics that appear to explain the ob-

served skin permeability of these compounds. This is consistent with the conclusions of

Patel et al.25 and also with the general understanding regarding the mechanism of skin

permeation.

The CNN model developed for this dataset had a 7–5–1 architecture and the

statistics are reported in Table 9.6. The effective weight matrix is shown in Table 9.15.

In the case of this model, we see that the SCV value for the 5th hidden neuron is nearly

six times larger than that for the next most important neuron. If we consider the most

important hidden neuron (5) we see that the most weighted descriptors are FPSA-2,

NN (the number of nitrogens) and PPHS. The signs of these effective weights are the
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same as described by the PLS analysis of the linear model. That is, these descriptors

have the same effect on the output of the model in both the linear and nonlinear cases.

Thus, the most important hidden neuron indicates that molecules with smaller polar

surface area and larger hydrophobic surface area will exhibit higher activity. Moving

onto the next most important hidden neuron, we see that the most weighted descriptors

are SA, PPHS, MOLC-9. It is clear that this hidden neuron focuses on size effects.

However, the negative weight for surface area indicates that larger molecules will be

more active. This is a valid conclusion since the dataset does indeed have some larger

molecules which are moderately active. This conclusion is further justified by the fact

that a larger molecule would have a correspondingly larger hydrophobic surface area,

which as the positive weight for PPHS indicates, will lead to higher activity. At the

same time, all large molecules do not exhibit high activities. Thus the effect of the SA

descriptor is balanced by the positive weight for the MOLC-9 descriptor. Since larger

values of MOLC-9 correlate to smaller molecules, the effect of the MOLC-9 descriptor

balances the SA descriptor, ensuring that this hidden neuron does not predict all large

molecules as active.

In the next most important hidden neuron (4) we see that the most weighted

descriptors are RNHS, FPSA-2, PPHS and MOLC-9. In this hidden neuron, MOLC-9

describes the effect of size and indicates that smaller molecules will exhibit higher activ-

ity. However, the positive weight FPSA-2 indicates that molecules with larger partially

positive charged surface area will exhibit higher activity. When we also consider the neg-

ative weight for PPHS (indicating more active molecules should have lower hydrophobic

surface area) we see that this neuron focuses mainly on smaller, more polar molecules.

This trend is reinforced to some extent by the negative weight for RNHS. RNHS describes

both hydrophilic and partial negatively charged regions regions of a molecule. Due to

the design of the descriptor, the negative sign on this descriptor indicates that molecules

with smaller partial negatively charged surface area and more hydrophilic atoms will

exhibit relatively higher activities. At the same time if we consider the SCV value for

this hidden neuron we see that it is just 2% of the SCV for the most important hidden

neuron. One would thus expect that this neuron would not provide very detailed infor-

mation regarding the SPR encoded in the model. Similar reasoning can be applied to

the last two columns of Table 9.15.

The interpretation of the CNN model described here matches quite closely with

that of the linear model. The main difference is in the ordering of the important trends.

As described before, this is not surprising due to the nonlinear encoding of the structure
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property relationships by the CNN model. However, though the above description is

quite detailed and by allows us to look at descriptor values for individual observations

and understand why they are predicted to display greater or less skin permeation, a

visual approach to understanding the effects of each hidden neuron, analogous to score

plots1 in the PLS interpretation scheme, would be useful. One approach to this problem

is to generate plots using the effective weights.

9.4.4 Score Plots

As described above, the use of the effective weights linearizes the neural network.

In effect, the network is transformed into a set of connections between input descriptors

and the output neuron, ignoring nonlinear transfer functions. The pseudo-network can

be used to generate a set of score values for each hidden neuron. For the kth member of

the dataset, the score for that member using the jth hidden neuron can be defined as

scorekj =
nI∑
i=1

wijw
H
j

xki (9.8)

where wijw
H
j

is simply the effective weight for the ith input neuron (see Table 9.1), nI

is the number of input descriptors and xki is the value of the ith descriptor for the kth

member of the dataset. The result of Eq. 9.8 is that for each hidden neuron, a set of

scores are obtained for the dataset. Clearly, these are not meant to quantitatively model

the observed properties well. However, our interest in lies in the qualitative behavior

of the scores. That is, we expect that if a compound has a high observed activity, its

score value should be high and vice versa for compounds with low observed activity.

Thus a plot of the scores for a given hidden neuron versus the observed property should

lie along the 1:1. Points lying in the lower right quadrant would represent compounds

over-estimated by the hidden neuron and points lying the in the upper left quadrant

would represent compounds under-estimated by the hidden neuron.

We tested this approach by creating score plots for the three most important

hidden neurons for the CNN model developed for the skin permeability dataset. These

are shown in Figs. 9.5, 9.6 and 9.7. Considering the plot for the 5th hidden neuron

we see that the plot does exhibit the behavior we expect. Compounds 21, 43 and 75

are predicted as active and 42, 46 and 135 are predicted as inactive. The structures

for these compounds are shown in Fig. 9.3. As described previously, active compounds

will be characterized by smaller size and increased hydrophobicity. As Fig. 9.3 shows,
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active compounds do indeed have a hydrophobic benzene ring. In contrast the inactive

compounds are generally larger and, more significantly, have a number of polar regions.

An interesting case is urea (compound 135). This is a very small compound, but it

is dominated by polar groups, responsible for hydrogen bonding. The fact that the

neuron predicts this compound correctly as inactive is due to the fact that this neuron

mainly stresses the FPSA-2 and NN descriptors. As seen from Table 9.15, the negative

weights indicate that a larger number of polar groups would inhibit activity. As a result,

though compound 135 is small, the polar effects outweigh the size effect. Fig. 9.5 also

indicates that compounds 81, 114, 69 and 77 are all mispredicted. The first two are

over-estimated and the last two are under-estimated.

If we now consider the score plot for the 2nd hidden neuron in Fig. 9.6, we see

the four mispredicted compounds, mentioned above, are now more correctly predicted.

However 81 does appear to be over-estimated. Apart from these cases, the majority of the

compounds do not appear to be well predicted. We believe that this can be explained

by the very low contribution value of this hidden neuron compare to the 5th hidden

neuron. Due to the very low SCV value for this neuron, we believe that it does not have

significant explanatory power. The structures of the active and inactive compounds are

compared in Fig. 9.4. As described above, the main focus of the 2nd hidden neuron is to

account for compounds which are relatively larger but also moderately active. As can be

seen from the structures, though compounds are 78, 81 and 114 are significantly larger

than the active compounds in the preceding component, they are indeed moderately

active. Correspondingly, this hidden neuron is also able to account for the low activity

of a number of small compounds (72 and 77). Though this hidden neuron mispredicts

a number of compounds, the majority have already correctly predicted in the preceding

hidden neuron. A number of them, such as 87, are corrected by the next most important

hidden neuron.

Considering the score plot for the 4th hidden neuron we see that, though it does

correctly predict a number of compounds as active, it performs poorly on inactive com-

pounds. Once again, we believe that the low contribution value (1% of the SCV of the

most important hidden neuron) indicates that it will not have significant explanatory

power. However, it does correct for the misprediction of 87 by the 2nd hidden neuron.

In addition, compound 81 is now shifted closer to the 1:1 line, correcting for the slight

overestimation by the preceding hidden neuron. Score plots for the remaining hidden

neurons can be similarly analysed, though we observed that they did not explain any
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significant trends and rather corrected for a few mispredictions by the preceding 3 hidden

neurons.

The above discussion shows that the score plots derived from the effective weights

help provide a more visual approach to the interpretation of a CNN model. Coupled

with an analysis of the effective weight table, a CNN model can be interpreted in a very

focused, compound-wise manner.

9.5 Discussion & Conclusions

The CNN interpretation methodology that we have presented provides a means for

using CNN models both for predictive purposes as well as for understanding structure-

property trends present in the dataset. The methodology is similar in concept to the

PLS interpretation method for linear regression models. The analogy to the PLS method

is strengthened when we consider that the hidden neurons are analogous to latent vari-

ables (and in the case of linear transfer functions, are identical). Though a number of

approaches to understanding a CNN model exist in the literature, our approach provides

a detailed view of the effect of the input descriptors as they act via each hidden neu-

ron. Furthermore, previous approaches are empirical in the sense that they require the

direct use of the training set to determine the importance of input or hidden neurons.

The method described here avoids this by making use of the effective weights only. A

justification for this approach is that the weights and biases in the final CNN model are

derived from the structure-property trends present in the data. As a result the opti-

mized weights and biases already contain the information regarding the SPR’s and thus

subsequent use of the training set to develop the interpretation is unnecessary. However,

the training set is used to generate the hidden neuron score plots which can be used to

focus on the contributions of individual hidden neurons to the overall predictive behavior

of the model and understand the behavior of the hidden neurons by considering specific

compounds.

The method was validated on three datasets covering physical and biological prop-

erties. Interpretations from the CNN model were compared to linear models built for

these datasets (using the same descriptors that were present in the CNN model) and

it can be seen that the structure property trends described by both models are in very

close agreement. The main differences between the interpretations is in the importance

ascribed to specific descriptors. That is, the most important descriptor in the most im-

portant latent variable in the PLS interpretation might not occupy the same position in
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the CNN interpretation. This is not surprising due to the fact that the neural network

combines the input descriptors nonlinearly and thus the role of the individual descriptors

in the nonlinear relationship may be different from that played in a linear relationship.

Another important aspect of this study was that we considered CNN models which

contained the same descriptors as the linear models. The linear models were developed

using a genetic algorithm for feature selection and were thus optimal linear models. This

is not the case for the corresponding neural network models. This is due to the fact that,

in general, when a CNN routine is linked to the genetic algorithm, the optimal descriptor

subsets differ from the case where the objective function for the genetic algorithm is a

linear regression function. As a result, in the examples we considered, the CNN models

were not necessarily optimal and hence the interpretations may differ to some extent

when optimal models are built for the datasets. However structure property trends are

a feature of the data rather than the model describing the data. Thus even if optimal

descriptor subsets are considered, it is expected that these descriptors will capture the

structure property trends present in the dataset, albeit with greater accuracy. Hence, it

is expected that interpretations from the optimal CNN models will not differ significantly

from those described here.

However, there is one aspect that should be considered when interpreting CNN

models using this method. The definition of effective weights ignores the effect of the

nonlinear transfer function for each neuron. In effect, the effective weights linearize the

model. As a result the interpretation does not provide a full description of the nonlinear

relationships between structural features and the property. That is, some information

regarding the encoded SPR is lost. We feel that the tradeoff between interpretability

and information loss is justified due to the simple nature of method. To fully describe

the nonlinear encoding of an SPR would essentially require that the CNN model be

analyzed to generate a functional form corresponding to the encoded SPR. The neu-

ral network literature describes a number of approaches to rule extraction in the form

of if-then rules.8–11,29 as well as some instances of analytical rule extraction.12,30,31 As

mentioned previously, most of the previous approaches to the interpretation of neural

networks or extraction of rules from neural networks are focused on specific types of

neural network algorithms. In addition, a number of the rule extraction methods de-

scribed in the literature are carried out by analysing the neural network with the help of

a genetic algorithm29,32 or by decision trees,11 adding an extra layer of complexity to the

methodology. The method described here is quite general as it requires only the opti-

mized weights and biases from the network. The only current restriction on the method
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is that the neural network must have a single hidden layer. However, the methodology

described in this chapter can be extended to the case of multiple hidden layers though

the complexity of the treatment will correspondingly increase.

The interpretation method described in this work expands the role of CNN models

in the QSAR modeling field. The black box reputation of CNN models has led to their

main usage as predictive tools with no explanation of the structure-property trends that

are encoded within the model. We believe that this interpretation method will allow

for a detailed understanding of the structure-property trends encoded in CNN models

allowing them to be used for both predictive and design purposes.
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Table 9.1. Tabular representa-
tion of effective weights for a hy-
pothetical 4–3–1 CNN model. I1,
I2, I3 and I4 represent the four
input neurons (descriptors). wij

represents the weight for the con-
nection between the ith input neu-
ron and the jth hidden neuron.
wH

j
represents the weight between

the jth hidden neuron and the
output neuron. For this example
i ranges from 1 to 4 and j ranges
from 1 to 3

Hidden Neuron

1 2 3

I1 w11w
H
1

w12w
H
2

w13w
H
3

I2 w21w
H
1

w22w
H
2

w23w
H
3

I3 w31w
H
1

w32w
H
2

w33w
H
3

I4 w41w
H
1

w42w
H
2

w43w
H
3
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Table 9.2: A glossary of the descriptors used in this study

Descriptor code Meaning Reference

DPHS The difference between the hydrophobic and

hydrophilic surface area

24,26

FPSA-2 Charge weighted partial positive surface area divided

by the total surface area

33

MOLC-9 Balaban J topological index 34,35

MW Molecular weight

NDB Number of double bonds

NN Number of nitrogens

PNHS-3 Atomic constant weighted hydrophilic surface area 24,26

PPHS Total molecular hydrophobic surface area 24,26

SA Surface are of the molecule

S4PC-12 4th order simple path cluster molecular connectivity

index

36–38

V4P-5 4th order valence path molecular connectivity index 36–38

WNSA-3 Difference between the partial negative surface area

and the sum of the surface area on negative parts of

molecule multiplied by the total molecular surface

area

33

WPHS-3 Surface weighted hydrophobic surface area 24,26

WTPT-2 Molecular ID divided by the total number of atoms 39

RNHS Product of the surface area for the most negative

atom and the most hydrophilic atom constant

divided by the sum of the hydrophilic constants

24,26

RSHM Fraction of the total molecular surface area

associated with hydrogen bond acceptor groups

33
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Table 9.3. Summary of the linear regression
model developed for the DIPPR dataset

Estimate Std. Error t

(Intercept) −215.09 29.45 −7.30

PNSA-3 −3.56 0.21 −16.90

RSHM 608.07 21.30 28.55

V4P-5 19.57 3.30 5.92

S4PC-12 12.08 1.57 7.69

MW 0.57 0.061 9.42

WTPT-2 236.10 16.57 14.25

DPHS 0.19 0.02 7.07

Table 9.4. Summary of the PLS analysis based
on the linear regression model developed for the
DIPPR dataset

Components Error SS R2 PRESS Q2

1 94868.50 0.86 99647.60 0.85

2 26221.60 0.96 29046.70 0.95

3 16614.80 0.97 19303.30 0.97

4 14670.80 0.97 17027.60 0.97

5 14032.50 0.97 16281.30 0.97

6 13775.90 0.98 15870.60 0.97

7 13570.90 0.98 15653.00 0.97
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Table 9.5. The X-weights for the PLS components from the PLS
analysis summarized in Table 9.4

Component

Descriptor 1 2 3 4 5 6 7

PNSA-3 -0.30 -0.42 0.20 -0.25 0.25 -0.73 -0.12

RSHM 0.19 0.77 0.34 -0.03 0.22 -0.37 0.20

V4P-5 0.48 -0.15 -0.07 -0.66 -0.36 -0.09 0.38

S4PC-12 0.28 -0.07 -0.57 0.53 -0.03 -0.46 0.26

MW 0.49 -0.085 0.36 0.24 -0.39 -0.17 -0.60

WTPT-2 0.48 -0.05 -0.26 -0.22 0.70 0.13 -0.35

DPHS 0.26 -0.41 0.54 0.32 0.29 0.18 0.48

Table 9.6. Summary of the architectures and statistics for the CNN models devel-
oped for the datasets considered in this study. In all cases, the input descriptors
were the same as those used in the corresponding linear models

RMSE R2

Dataset Architecture TSET CVSET PSET TSET CVSET PSET

DIPPR 7–4–1 15.21 38.51 15.07 0.91 0.45 0.94

BBB 4–4–1 0.25 0.38 0.47 0.88 0.88 0.74

Skin 7–5–1 0.23 0.27 0.31 0.94 0.93 0.91
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Table 9.7. The effective weight matrix
for the 7–4–1 CNN model developed for the
DIPPR dataset. The columns (hidden neu-
rons) are ordered by the the squared contri-
bution values (SCV) shown in the last row.
Note that the SRC value for the bias term is
not considered during the ranking

Hidden Neuron

1 3 2 4

PNSA-3 −1.80 −6.57 0.39 −1.43

RSHM 4.03 6.15 1.50 1.01

V4P-5 9.45 2.15 3.24 0.60

S4PC-12 3.36 2.73 1.99 0.56

MW-16 3.94 8.42 1.94 0.76

WTPT-2 1.71 2.61 1.17 −0.13

DPHS 0.66 0.44 0.33 1.65

SCV 0.52 0.33 0.13 0.01

Table 9.8. Summary of the linear regression
model developed for the BBB dataset

Estimate Std. Error t

(Intercept) 0.53 0.07 7.28

WNSA-3 0.04 0.01 6.24

V4P-5 0.24 0.03 7.13

NDB -0.13 0.03 -5.05

PNHS-3 0.03 0.00 6.93
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Table 9.9. Summary of the PLS analysis based on
the linear regression model developed for the BBB
dataset

Components Error SS R2 PRESS Q2

1 22.40 0.62 23.80 0.59

2 13.90 0.76 15.40 0.74

3 13.00 0.78 14.80 0.75

4 13.00 0.78 14.70 0.75

Table 9.10. The X-weights for the PLS
components from the PLS analysis summa-
rized in Table 9.9

Component

Descriptor 1 2 3 4

WNSA-3 0.54 -0.13 0.79 0.28

V4P-5 -0.09 0.97 0.17 0.12

NDB -0.57 -0.08 0.58 -0.58

PNHS-3 0.62 0.17 -0.12 -0.76
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Table 9.11. The effective weight matrix for the
4–4–1 CNN model developed for the BBB dataset.
The columns are ordered by the squared contribu-
tion values for the hidden neurons, shown in the
last row

Hidden Neuron

1 2 4 3

WNSA-3 52.41 29.30 −19.64 2.26

V4P-5 37.65 22.14 −3.51 −13.99

NDB −10.50 −16.85 −5.02 22.16

PNHS-3 11.46 6.59 −2.72 8.36

SCV 0.74 0.16 0.08 0.03

Table 9.12. Summary of the linear regres-
sion model developed for the skin permeability
dataset

Estimate Std. Error t

(Intercept) -5.47 0.24 -22.94

SA 0.00 0.00 6.92

FPSA-2 -2.38 0.17 -14.12

NN -0.28 0.05 -6.05

MOLC-9 0.50 0.07 7.19

PPHS 0.009 0.0007 13.47

WPHS-3 -0.02 0.00 -5.41

RNHS 0.05 0.00 7.48
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Table 9.13. Summary of the PLS analysis based
on the linear regression model developed for the
skin permeability dataset

Components Error SS R2 PRESS Q2

1 68.16 0.44 73.40 0.40

2 41.24 0.66 44.79 0.64

3 24.22 0.80 28.64 0.77

4 19.79 0.84 23.21 0.81

5 19.40 0.84 22.21 0.82

6 19.39 0.84 22.23 0.82

7 19.39 0.84 22.20 0.82

Table 9.14. The X-weights for the PLS components from the PLS anal-
ysis summarized in Table 9.13

Descriptor 1 2 3 4 5 6 7

SA −0.08 0.52 0.20 −0.31 −0.29 −0.71 −0.07

FPSA-2 −0.52 0.14 −0.48 −0.38 −0.16 0.20 0.52

NN −0.36 −0.03 0.07 0.45 −0.74 0.18 −0.27

MOLC-9 0.61 0.11 −0.32 0.36 −0.33 −0.16 0.50

PPHS 0.03 0.69 0.45 0.17 0.13 0.48 0.23

WPHS-3 0.09 0.48 −0.65 0.10 0.16 0.10 −0.55

RNHS 0.46 −0.04 0.07 −0.63 −0.42 0.41 −0.21
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Table 9.15. The effective weight matrix for the 7–5–1 CNN
model developed for the skin permeability dataset. The
columns are ordered by the squared contribution values for
the hidden neurons, shown in the last row

Hidden Neuron

5 2 4 3 1

SA −44.17 67.34 8.33 8.18 5.96

FPSA-2 −156.82 −10.72 20.85 −13.07 −92.47

NN −97.81 2.22 −6.65 1.71 −12.70

MOLC-9 −28.85 17.79 15.40 −11.36 −1.20

PPHS 106.55 31.30 −16.76 −13.99 34.55

WPHS-3 −11.36 −14.31 −2.31 −10.01 54.16

RNHS 20.16 −5.89 −49.57 23.88 27.09

SCV 0.85 0.13 0.02 0.01 0.00
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High Permeability Low Permeability

3 (-1.23) 121 (-1.38)

18 (-1.44) 54 (-4.13)

43 (-0.85) 129 (-4.30)

Fig. 9.1. A comparison of compounds exhibiting high and low skin perme-
ability to illustrate the SPR encoded by component 1. The bold number is
the serial number and the measured permeability coefficient is displayed in
parentheses.
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High Permeability Low Permeability

82 (-2.25) 101 (-3.75)

130 (-2.26) 77 (-4.01)

Fig. 9.2. A comparison of compounds with high and low skin perme-
ability, predicted by the second PLS component. The bold number is
the serial number and the measured permeability coefficient is displayed
in parentheses.
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Moderate Permeability Low Permeability

21 (-1.10) 42 (-3.95)

43 (-0.85) 46 (-3.72)

75 (-1.15) 135 (-3.83)

Fig. 9.3. A comparison of structures illustrating compounds
with high and low skin permeability, predicted by the 5th

hidden neuron. The bold number is the serial number and the
number in brackets is the measured permeability coefficient
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Moderate Permeability Low Permeability

78 (-1.52) 69 (-4.40)

81 (-2.44) 72 (-4.02)

114 (-1.96) 77 (-4.07)

Fig. 9.4. A comparison of structures illustrating compounds with
moderate and low skin permeability predicted by the 2nd hidden
neuron. The bold number is the serial number and the number in
brackets is the measured permeability coefficient
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Fig. 9.5. The score plot for the 5th hidden neuron. Points marked in red are examples of
mispredicted molecules. Points colored blue are examples of well predicted molecules.
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Fig. 9.6. The score plot for the 2nd hidden neuron.Points marked in red are examples of
mispredicted molecules. Points colored blue are examples of well predicted molecules.
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Fig. 9.7. The score plot for the 4th hidden neuron. Points marked in red are examples of
mispredicted molecules.
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Chapter 10

Summary

The focus of this thesis has been the validation and interpretation of QSAR mod-

els. The preceding chapters cover examples of the application of interpretation method

applied to a variety of models as well as the development of interpretation and validation

methods.

Chapters 2 and 3 provide a brief introduction to the modeling techniques used in

this work and the general methodology used to develop predictive QSAR models using

the ADAPT software package. Though the descriptions have focused on quantitative

models, the principles underlying the development of these types of models are also

applicable to the development of classification models. As described in Chapter 3, the

model building procedure involves a number of steps. Aspects such as feature selection

have been studied extensively in the statistical literature, and developments in that field

have yielded important insights into the methods by which good subsets of descriptors

are selected. The model building process is also fundamentally a statistical problem and

advances in the fields of data mining and pattern recognition have allowed the field of

QSAR modeling to build models with increasing predictive ability and reliability.

Chapters 4 and 5 focus on two specific steps of the QSAR modeling process.

Chapter 4 describes a method that was developed to create representative QSAR sets.

One of the initial steps in building a QSAR model is to divide the dataset into a number

of subsets, collectively termed QSAR sets. The training set is used to build the model,

and the prediction set is used to test the final model for its predictive ability. In the case

of a neural network an additional subset, namely the cross-validation set, is also created

which is used to prevent overfitting. A number of methods exist to create these sets

but one requirement is that each set be representative of the composition of the whole

dataset. That is, features that are present in the overall dataset should also be present in

these subsets, otherwise different phases of the model development process may be biased.

This aspect of set creation is not addressed at all by the random selection method. The

activity binning method does solve the problem to some extent but mainly concentrates

on representing the range of activities in the whole dataset in the individual subsets. The



284

method described in Chapter 4 utilizes a self-organizing map (SOM), together with a set

of holistic descriptors, to classify the dataset into two classes. The QSAR sets are then

created such that the distribution of molecules in the two classes of the original dataset

is maintained in each of the subsets. The assumption underlying this procedure is that

models built with these QSAR sets will be able to capture the representative features

of the dataset during training and will also exhibit better predictive ability compared

to models built with QSAR sets in which the features of the dataset are not evenly

distributed. The method was tested on a dataset of dihydrofolate reductase inhibitors

which had been studied by Mattioni et al.1 The best CNN model developed using this

method had a simpler architecture and exhibited statistics similar to the previously

reported model. An interesting observation regarding this model was that the statistics

for the individual QSAR sets were consistent. That is, the RMSE and R2 values were

similar to each other for the training, cross-validation and prediction sets. This was not

the case for the original model developed by Mattioni.1 We believe that this indicates

that the model developed using representative QSAR sets was better trained and had

better generalizability than the reported model. The SOM method was also compared

to the sphere exclusion method of generating QSAR sets using the diversity index as the

metric. The results indicated that the latter method did not lead to better QSAR models

than the SOM based method. Finally, we investigated a number of holistic descriptor

combinations for use in the classification stage and employed a diversity metric to study

the diversity of the QSAR sets created using the SOM and different descriptor types.

After a QSAR model has been built it must be validated. The goal of validation

is to test whether a model has been overfit or is due to chance factors. In addition,

the validation step provides a measure of the model’s predictive ability. The traditional

QSAR methodology uses scrambling tests and the prediction set to perform validation.

However, these methods are not able to answer the question of a how a given model

will perform when faced with data that it has not seen before. Though the prediction

set statistics provide some indication of the model’s generalizability, it is restricted,

due to the fact that it has features in common with the dataset it was taken from.

Furthermore, the prediction set statistics do not provide us with a measure of confidence

for predictions made for molecules that were not present in the original dataset. The

technique described in Chapter 5 allows us to understand whether a new molecule will

be well predicted by a model or not and thus is more general than the statistics of

the prediction set. In addition the method also provides a quantitative measure of the

models predictive ability for a new molecule. That is, it provides a measure of confidence
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in the models’s prediction. Though confidence measures can be evaluated for specific

types of models (confidence bounds for linear models, frequency scores for random forest

models and so on), the method described in this work is quite general so that it can be

applied to any type of regression model. We first investigated an approach which tried

to correlate similarity to model quality, since one would expect that a new molecule

that is similar to the training set should be predicted well. However, this did not yield

any conclusive results. An alternative method was based on a classification approach.

The residuals from a regression model were divided into two classes, good and bad, by

choosing a cutoff value. Once the residuals were divided into two classes a classifier

was trained, using these class assignments. We investigated both linear and nonlinear

classifiers, and a nonlinear neural network classifier exhibited the best results. The input

to the neural network was the descriptor set that was used to build the original model.

Once the neural network was trained, it was then used to predict the class of the residual

for a new compound. We tested the method on three datasets covering both biological

activities and physical properties. The results indicated that the neural network classifier

was able to correctly predict the class of the residual for a new molecule 80% to 90%

of the time. The neural network classifier was also able to provide a probability of

class membership, which can be viewed as a confidence measure. Plots of probability of

membership versus residual were created to visualize the results of the technique for the

training sets. Given that similarity should play an important role in the prediction of

new compounds, we also attempted to include similarity measures in the classification

model. However, the results indicated that their inclusion did not significantly improve

results.

Chapters 6 and 7 focused on applications of the QSAR methodology and interpre-

tation of linear models. The first study developed linear regression and neural network

models to predict and interpret the anti-malarial activity of a set of artemisinin analogs.

The dataset had been studied by Avery et al.,2 who developed a set of models using the

CoMFA technique. This method is a 3-D QSAR method and is dependent on accurate

alignments. We attempted to build predictive models using the 2-D ADAPT methodol-

ogy. The results indicated that the models we developed compared reasonably with those

reported in the original work. The R2 for the training and prediction sets were 0.68 and

0.77 respectively, compared to R2 values ranging from 0.82 to 0.88 for the original mod-

els. However, the neural network model that was developed showed significantly better

performance with R2 values of 0.96, 0.94 and 0.88 for the training, cross-validation and

prediction sets, respectively. The linear regression model was subsequently interpreted
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using the PLS technique which was able to explain how each descriptor in the model cor-

related to the predicted activity. The conclusions from the interpretation corresponded

well with the established mode of action of the artemisinin group of anti-malarials.

The second study (Chapter 7) focused on modeling the inhibitory activity of a set

of PDGFR inhibitors. This class of compounds have been studied for their role in cell

signal transduction pathways. The dataset considered in this work was obtained from

Pandey et al.3 who investigated the biological activity a set of 79 piperazinylquinazo-

lines using a phosphorylation assay. The original dataset was studied in the presence

and absence of human plasma. The latter data were modeled by Khadikar et al.,4 who

restricted themselves to the use of topological descriptors and linear regression models.

The study described in Chapter 7 used the data from the assays carried out in the pres-

ence of human plasma and built linear regression and neural network models using the

full suite of ADAPT descriptors. The best linear model exhibited a R2 value of 0.84

and a RMSE of 0.24. The statistics for the neural network were significantly better

than for the linear model. The R2 for the training, cross-validation and prediction sets

was 0.94, 0.90 and 0.61, respectively. The study also provided an interpretation of the

structure-activity trends characterized by the linear model. The main conclusions that

were drawn, namely, the presence of bulky hydrophobic groups and nitrogen centers in-

crease inhibitory activity, matched closely to observations made by Pandey and other

workers for this class of compounds. The study also developed a random forest model

to determine descriptor importance. The ranking generated by the random forest model

corresponded closely to the descriptors present in the best linear and nonlinear mod-

els, exhibiting the ability of the feature selection algorithms to select information rich

descriptor subsets.

The last two chapters described approaches to the interpretation of neural net-

work models. Chapter 8 described a method to provide a broad interpretation of a

neural network model similar in manner to the descriptor importance measures for ran-

dom forest models. The method described in this work was essentially a sensitivity

analysis of the network and consisted of scrambling individual descriptors and making

new predictions for the training set. The result of scrambling a descriptor was to in-

crease the RMSE of the predictions. Furthermore, the more important a descriptor was

to the model’s predictive ability, the larger the difference between the RMSE of the

original predictions and the RMSE for the predictions obtained after scrambling that

descriptor. This procedure allowed us to rank the descriptors in the model in order of

importance. By analogy with the descriptor importance plots that can be created for
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random forest models, the method was also able to create importance plots which were

used to visualize the relative importance of descriptors in a neural network model. This

method was applied to neural network models built for three datasets using the ADAPT

methodology. Linear models had been previously developed for these datasets. Each

linear model was interpreted using the PLS technique. The results indicated that the

descriptors that were highly ranked in the neural network models were very similar in

nature (and in some cases identical) to the descriptors deemed the most important from

the PLS analysis of the linear models. Assuming that both types of models captured

similar structure-property trends in each dataset, these results indicate that the broad

interpretation method correctly identifies the descriptors that play an important role in

the neural network model’s predictive ability.

Though this method provides some insight into the working of a neural network

model, it does not help us to understand the role played by a specific descriptor in

the model. In other words, how does the network model the relationship between a

given descriptor and the predicted output? This problem was addressed in Chapter

9 which described a method to provide a detailed interpretation of a neural network

model, similar to the type of interpretation that is possible for linear regression models

using the PLS technique. The method used only the weights and biases of the trained

network and did not require the training set to develop an interpretation. The core of the

method involved the linearization of the network by defining effective weights. A second

feature was to order the hidden neurons using the effective weights. By considering

the hidden neurons as latent variables, the interpretation used the effective weights

to provide a detailed breakdown of the roles played by each descriptor in the model’s

predictive ability. By evaluating the contribution of each hidden neuron to the output

neuron, the method allowed the user to focus on the most important hidden neurons and

the most important descriptors within them. The effective weights were also used, in

conjunction with the training set data, to develop score plots, by analogy with the PLS

interpretation technique. These plots allowed for the easy visualization of the behavior of

each hidden neuron and resulted in a very detailed, compound-wise interpretation of the

structure-property trends present in the dataset, as encoded by the neural network. The

technique was tested on three datasets covering biological and physical properties. First,

linear models were developed for each dataset using the ADAPT methodology and then

interpreted using the PLS method. Next, the descriptor subsets from the linear models

were used to build neural network models. The assumption was, that given the same

datasets and descriptor subsets, both linear and nonlinear models would capture the same
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structure-property trends. The results indicated that the neural network interpretation

matched very closely (and in some case was identical to) the interpretation of the linear

models. This indicates that the interpretation method was able to extract, in a detailed

fashion, the structure-property trends encoded by the neural network models for the

datasets studied.

In summary, this thesis has focused on specific steps in the QSAR model devel-

opment process, some of which have not been considered in detail previously. The SOM

method illustrates a way to create QSAR models utilizing as much information as is

available to the modeler. The problem of model performance when faced with new com-

pounds has not been studied in detail in the cheminformatics or QSAR literature and

the method described in this work represents a generalized, quantitative approach to this

problem. As described in this thesis, interpretation of QSAR models greatly improves

their usability. For the case of linear models, the PLS approach allows us to understand,

in detail, the various structure-property trends encoded in the model. The two studies

presented in this work exemplify the ease with which linear models can be dissected using

this technique. In the case of neural network QSAR models, interpretability has been

lacking, resulting in their reputation as black box models. The two methods discussed in

this work have have been successful in alleviating this problem. The broad interpretation

method has been shown to be a useful method to quickly summarize the roles played

by individual descriptors in a neural network model. For a more in-depth view of the

relationship between input descriptors and network output, the detailed interpretation

method has been shown to be able to provide a comprehensive view of the structure-

property trends encoded in the model. Together with score plots, this method allows

for a detailed, compound specific analysis of the model. The method thus places neural

network models on par with linear regression models in terms of interpretability. As

a result of this method, 2-D QSAR studies involving both linear regression and neural

network models are expected to be more comprehensive, leading to better understanding

of structure-property relationships. The studies presented in this thesis have been shown

to improve the quality, reliability and interpretability of the QSAR modeling process.
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